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M CROGRI D CONTROL SYSTEM
02/ 24

PART 1 GENERAL
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NOTE: Thi s guide specification covers the

requi renents of a Mcrogrid Control System (MCS) in
accordance with UFC 3-550-04 Installation Mcrogrid
Desi gn and | EEE 2030.7. The MCS may consist of a
central controller or distributed control |ogic
executed anmong nul tiple discrete devices.

This specification covers only the nmicrogrid contro
system and does not include specification for
connected Distributed Energy Resources, controlled
| oads and devi ces, or external communication
systenms. Coordination of the requirenents sel ected
or edited within this guide specification is
required with connected, controlled, or integrated
conponents and equi pnent defined el sewhere within
the UFGS. Refer to the further designer notes
regardi ng these sections in the REFERENCES portion
of this guide specification

Conment s, suggestions and reconmended changes for

this gui de specification are wel come and shoul d be

submitted as a Criteria Change Request (CCR). CCRs

for this specification can be submtted through the

Wol e Buil di ng Design Guide page for this section

http://ww. wbdg. org/ffc/dod/unified-facilities-guide-specifications-ufgs/ufc

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

EE R R R S I R R I R I R I R S R R R R S R I R I R I R R S R R S R R R

NOTE: Thi s guide specification nakes use of the
Specslntact tailoring options for service-specific
requi renents for the Air Force, Armmy, and Navy as
well as a 'Service Generic' tailoring option for use
on other projects. In order for this specification

SECTION 26 37 13 Page 10



to be properly tailored one (and only one) of the
services tailoring options (Air Force, Arnmy, Navy,
Service Ceneric) nust be sel ected.

Adhere to UFC 1-300-02 Unified Facilities Cuide
Speci fications (UFGS) Fornmat Standard when editing
this gui de specification or preparing new project
specification sections. Edit this guide
specification for project specific requirenents by
addi ng, deleting, or revising text. For bracketed
items, choose applicable iten(s) or insert
appropriate information.

EE R R R S I R I R I R I R S R R R R O S R R S R R R R R R R R

1.1 SUMVARY

EE R R R S I R R I R I R I R S R R R R R R S R R I R I R R R R R R O

NOTE: Ensure the MCS defined by this specification
conplies with UFC 3-550-04. Critical design elenents
t hat rmust be provided by the Designer of Record to
i nform and suppl ement this specification include but
are not linmted to:

* Load Anal ysis; using highest resolution data
avail abl e

* I n-rush and startup |oad anal ysis

* &rid nodeling

* Short Circuit and Arc Flash Study for new and
nodi fi ed components

* Groundi ng system analysis (with consideration
given to ground path in all nodes of operation)

* Protection analysis, including verification of

i sl and node short circuit current in relation to
m ni mum current required to activate protective
devi ces.

* List of devices and device |IDs

* Communi cati on pat hways and conduits; often
mcrogrid controllers require communication with
physical |y di stant equi prent.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

The Mcrogrid Control System defined herein nmonitors and controls the
operation of the mcrogrid equiprment. This specification refers only to
that control system and does not include specification of the connected
equi prent which conprises the mcrogrid such as Distributed Energy
Resources (DERs), controlled | oads, distribution or utilization circuits,
| ow, nedium or high-voltage protective devices, or other sinilar
conponents specified el sewhere.

1.1.1 Syst em Requi renent s

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Sel ect the appropriate text in the type
speci fic communi cation systemrequirenents to

i ndi cate whether or not the IP network will be
Government furnished. |If the IP network is *not*
Government furni shed be sure to include conplete
requi renents for the IP network in the contract
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package. This specification does not provide
sufficient requirements for the procurement of an IP

net wor k.

Use "[an I P network as specified in [ ] and 1"
only if the contractor is expected to install an IP
network. In this case provide the information on
the specification for the IP network in the

"1 1" provided.

For Army, coordinate with the installation (DPWand
NEC) but the default selection will be "[the
CGovernment furnished | P network]"

EE R R R S I R I R I R I R S R R R R O S R R S R R R R R R R R

Provide an electrical Mcrogrid Control System (MCS) as specified and
i ndi cated, and in accordance with the follow ng characteristics:

1.1.1.1 CGeneral MCS Requirenents

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Sel ect the appropriate bracketed options in
order to define the larger functions of the MCS in
relation to the mcrogrid. The sel ected options
shoul d be coordinated with the design draw ngs
acconpanyi ng this specification

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

a.

Scope of Control: The MCS controls the microgrid system The
mcrogrid is defined as [a bounded el ectrical systemw th a single
poi nt of interconnection][a bounded el ectrical systemwth nultiple
poi nts of interconnection] with an external grid. The systemincl udes
DERs, distribution devices, dispatchable and non-di spatchabl e | oads,
controls, and comuni cation systens.

Faul t Managenent: MCS supervisory nonitoring and control functions
include but are not limted to automated fault detection, microgrid
isolation fromthe external electrical grid, and internal system
reconfiguration capabilities to maintain critical |oad supply.

Conponent St andards: Provide conmponents and technol ogy which are
commercial, warrantied, and intended for permanent installation

Mat eri al s and equi pnent nust be standard unnodi fied products of a
manuf acturer regularly engaged in the manufacturing of such products.
Units of the sane type of equipnent nust be products of a single

manuf acturer. ltems of the sanme type and purpose nust be identical and
supplied by the same manufacturer, unless replaced by a new version
approved by the Governnent.

I sl and Mode Qperation: Ensure the Mcrogrid Control system operates
the mcrogrid in island node, paralleling either one or nore than one
di sparate source of generation, with at |east one grid-formng DER
[with][wi thout] droop control

Black Start Capability: Equip the MCS to nmanage the nicrogrid bl ack
start procedure. Initiate the startup of [one][nore than one]
firmgeneration grid-form ng DER asset(s) after an unpl anned externa
grid outage.
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f. Load Managenent: Incorporate functionality within the MCS to dispatch
DER and direct |oad shedding, ensuring the islanded system generation
neets the critical |oad within the system boundary.

g. Operational Mdes: Equip the MCS with functionality to direct
transiti ons between operational nodes, including but not linmted to
bl ack start in island node, automatic transition fromgrid-connected
to i slanded node, resynchronization and reconnection to grid-connected
node from i sl anded node, and system bal anci ng. Manage energy to
optim ze both real and reactive power generation and consunption for
m crogrid-connected | oad resilience, [operational efficiency,

][ economic benefits, ]J[optinmal external grid resilience,

][ decar boni zati on] purposes[, and][ support of the grid,
][participation in the energy nmarket, J[and utility system denmand
response] through DER and | oad di spatch.

h. Critical Load Uptinme: For critical |oads supplied by the mcrogrid,
equip the MCS with functionality to support a mni mum uptinme of
[99.9%[99. 99% [ 99. 999% [ 99. 9999% as defined and required by [ UFC
3-520-02][ O fice of the Under Secretary of Defense Menmo "Metrics and
Standards for Energy Resilience at Mlitary Installations"].

i. SystemlInterface: Ensure the MCS is arranged and interconnected such
that it serves as the single point of interface with all microgrid
DERs, DER Managenment System (DERMS), or UMCS. |f necessary, allow the
mcrogrid control systemto perform UMCS functions required to
di spatch mcrogrid resources.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Only allow for renpote breaker operation where
the facility has both qualified personnel regularly
staffed and witten standard operating procedure for
renote operation. Confirmw th Government before

i ncl udi ng.
EE IR I Sk S S I S S S I O R R R Rk S S Sk S O R R S Ik S I S R R Sk I O

j. Monitoring and Control: Equip the MCS with supervisory nonitoring and
control functions, including but not limted to: [Point of Comobn
Coupling (PCC) nonitoring and control,][ frequency control,][ | oad
shedding, J[anti-islanding, ][low or high- voltage or frequency
ride-through,][ voltage (reactive power) control,][ renote breaker
control and nonitoring in accordance with facility SOP,

][ synchroni zation, ]J]and power quality nonitoring.

k. Gid Interface: Coordinate the mcrogrid and mcrogrid system
controller to present to the larger grid as [a single entity]] ]
with [a single point][multiple points] of electrical interconnection
and a single control and comuni cation interface between the mcrogrid
and external grid. Ensure all MCS control and reporting functions
appear as a single entity to all external devices. Execute functions
defined herein fromthat single point of interconnection.

. Human Machine Interface: Systemincludes human-machine interface with
graphical interface into the MCS.[Incorporate a primary interface
position where all described mcrogrid control and HM functions are
accessi ble.] The HM nust allow for graphical navigation between
systens, graphical representations of systens and interconnection,
access to real-tine data for systens, ability to override points in a
system and access to all supervisory nmonitoring and control functions.
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m Control Wirkstation: [The Governnent will provide the] [Provide a
standard desktop conputer or a |laptop neeting the follow ng mninum
requi renents for the] Computer Wbrkstation Hardware (workstation) in
accordance with this specification

n. Software Licenses: Provide all necessary software docunentation
configuration information, configuration tools, prograns, drivers, and
ot her software. Ensure they are licensed to and remain with the
CGovernment so that the Governnment or their agents can repair, replace
upgrade, and expand the system wi t hout subsequent or future dependence
on the Contractor. Software |icenses nmust [not require periodic fees
and be valid in perpetuity][be valid for a period of not I|ess than
[three (3)][five (5)]I ] years].

0. Documentation: Supply sufficient docunentati on and data, including
rights to docunmentati on and data, enabling the Government or their
agents to execute work to repair, replace, upgrade, expand, and
cyber-secure the system wi thout subsequent or future dependence on the
Contractor.

1.1.1.2 Synbol s, Definitions, and Abbreviations

Use synbols, definitions, and engineering unit abbreviations indicated in
the contract drawi ngs for displays, submittals and reports. For synbols,
definitions and abbreviations not in the contract draw ngs use terms
conformng at a mininumto | EEE Standards Dictionary as applicable.

.1.1.3 System Units and Accuracy

Use [netric (SI)][English (inch-pound)] units for displays, print-outs and
cal cul ations. Ensure cal cul ations have an accuracy of at |east three
significant figures and present values on displays and printouts to at

| east three significant figures.

.2 RELATED SECTI ONS

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: A nunber of these referenced sections wll
require updating to coordinate with the contents of
the mcrogrid controller as specified. Ensure each
section also includes a reference to this section
where the other equipnent will interface with the

mcrogrid control system
EE IR I Sk S S I S S S I O R R R Rk S S Sk S O R R S Ik S I S R R Sk I O

UFGS 25 05 11 CYBERSECURI TY FOR FACI LI TY- RELATED CONTROL SYSTEMS

2.1 Cybersecurity Requiremnments

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: If Section 25 05 11 has been renunbered and/ or
renaned use the bl ank brackets to indicate the
appropriate section, otherw se keep the reference to
Section 25 05 11.

Designers refer to UFC 4-010-06 for cybersecurity
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1

desi gn and coordi nation requirenments with
Governnent. Potential interconnections to other
control systems or infrastructure owned and operated
by activities outside of the DoD are coordi nated and
approved by the CGovernnent prior to procurenent and
installation by the contractor

Do not edit these requirenments (beyond sel ection of
bracketed text). These default requirements shoul d
only be used in lieu of technol ogy-specific

requi renents in the precedi ng paragraphs. If these
default requirenents are inappropriate, ensure that
t he precedi ng paragraphs provi de appropriate

t echnol ogy- speci fic requirenents.

Rk Ik Sk kR IR R R O O Ok e S S R AR Ik R R O o O R O I S bk b R

Cybersecurity requirenents related to this Section are specified in |
25 05 11 CYBERSECURI TY FOR FACI LI TY- RELATED CONTROL SYSTEMS][a separate
cybersecurity specification derived fromUFGS 25 05 11]] ].

For NAVY Projects include 25 08 11.00 20 RI SK MANAGEMENT FRAMEWORK FOR
FACI LI TY- RELATED CONTRCL SYSTEMS in addition to requirenments found in

25 05 11 CYBERSECURI TY FOR FACI LI TY- RELATED CONTROL SYSTEMS. SECTI ON

25 08 11.00 20 covers the Navy requirenents to support the Ri sk Managenent
Franework (RMF) Authority to Operate (ATO Process for Facility-Rel ated
Control Systens.

2.2 Di stributed Energy Resources

EE R R R S I R R I R I R I R S R R R R R R S R R I R I R R R R R R O

NOTE: Coordi nate the operati onal nodes of the
mcrogrid with relevant air quality standards in
relation to carbon emtting generation assets. Were
the mcrogrid will allow parallel or grid-supporting
operation of these assets, ensure the generator's
specification, typically 26 32 15 ENG NE- GENERATOR
SET STATI ONARY 15-2500 KW W TH AUXI LI ARIES is

coordinated with the applicable requirenments.
EE IR I Sk S S I S S S I O R R R Rk S S Sk S O R R S Ik S I S R R Sk I O

EE R R R S R R I R I R I R S R R S R I R S I R I R I R R R R R I R R R

NOTE: Where ESS utilize lithiumion battery
technol ogy, additional fire protection and al arm
requi renents nust be provided per UFC 3-600-01
Refer also to UFGS for the specified equi pment,
whet her provi ded under this project or existing.

EE R I R R S R I R I R I R S R R R R R S R I R I R I R R S R S R R R S

a. Evaluate reciprocating gensets in the mcrogrid for their operationa
node as [parallel to the utility grid][, and
][ prinme/ continuous][standby/energency]. Were carbon-emtting gensets
operate in parallel to the utility, ensure conpliance with [EPA Tier
1][EPA Tier 2][EPA Tier 3][EPA Tier 4] emi ssion guidelines. Deternine
if the utility contract [permts][permts nonentarily][prohibits]
paral | el operation. [Refer to Section 26 05 73 POAER SYSTEM STUDI ES. ]]

b. Ensure turbine gensets, when serving as prine power sources, adhere to
EPA tier em ssion guidelines if operating in parallel with the utility
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d.

e.

3

grid. Confirmthe utility contract or interconnection agreenent
[permits][pernits nonentarily][prohibits] parallel operation. ]

Ensure the microgrid control systeminterfaces w th, providing control
and comuni cation as outlined throughout this specification for

[ existing solar photovoltaic arrays][solar photovoltaic arrays

provi ded under this contract] using conpatible [string ][central
]J[mcro-]inverter technology. |If necessary, ensure inverters can
control real and reactive power and conply with grid interconnection
standards, including | EEE 1547[ and UL 1741].[ Refer to [48 14 00
SOLAR PHOTOVOLTAI C SYSTEMS] [ 1.11]

Integrate Energy storage systens (ESS) into the microgrid control
system for purposes such as | oad | eveling, peak shaving, and backup
power. Ensure the ESS can control both charge and di scharge, with rea
and reactive power capabilities. Specify the storage capacity based on
the mcrogrid s operational objectives and RO considerations. [Refer
to Section | 11.1

I ncorporate wi nd generation systens into the nicrogrid control system
Choose el ectrical connection technol ogy types from|[Type 3 (Doubly Fed
I nduction Generator)][Type 4 (Full Converter)]. Ensure the w nd
generation systemcontrols real and reactive power and adheres to grid
i nterconnection standards. [Refer to 48 15 00 W ND GENERATOR SYSTEM ]

REFERENCES

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: This paragraph is used to list the
publications cited in the text of the guide
specification. The publications are referred to in
the text by basic designation only and listed in
thi s paragraph by organization, designation, date,
and title.

Use the Reference Wzard' s Check Reference feature
when you add a RID (Reference I D) outside of the
Section's Reference Article to automatically place
the reference in the Reference Article. Al so use the
Ref erence Wzard's Check Reference feature to update
the i ssue dates.

Ref erences not used in the text will automatically
be deleted fromthis section of the project

speci fication when you choose to reconcile
references in the publish print process.

EE R I R R S R I R I R I R S R R R R R S R I R I R I R R S R S R R R S

I NSTI TUTE OF ELECTRI CAL AND ELECTRONI CS ENG NEERS (| EEE)

| EEE 1547 (2018) Interconnection and

Interoperability of Distributed Energy
Resources with Associated El ectric Power
Systens | nterfaces

| EEE 1613 (2023) Environnmental and Testing

Requi renents for Devices with
Conmuni cati ons Functions used with
El ectric Power Apparatus
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EEE

EEE

EEE

EEE

EEE

EEE

EEE

EC

EC

EC

EC

EC

EC

EC

EC

2030. 7

2030. 8

C37.90.1

C37.90. 2

C62.41.1

C62.41. 2

Stds Dictionary

(2017) The Specification of Mcrogrid
Controllers

(2008) The Testing of Mcrogrid Controllers

(2013) Standard for Surge Wthstand
Capability (SWC) Tests for Relays and
Rel ay Systens Associated with Electric
Power Appar at us

(2004; R 2010) Wthstand Capability of
Rel ay Systens to Radi ated El ectromagnetic
Interference from Transcei vers

(2002; R 2008) Cuide on the Surges
Envi ronnment in Low Voltage (1000 V and
Less) AC Power Circuits

(2002) Reconmended Practice on
Characterization of Surges in Low Voltage
(1000 V and Less) AC Power Circuits

(2009) | EEE Standards Dictionary: d ossary
of Terns & Definitions

| NTERNATI ONAL ELECTROTECHNI CAL COWM SSI ON (| EC)

60068-2-1

60068- 2-2

60068- 2- 30

60068-2-78

60255-1

60255-21-1

60255-21-2

60255-21-3

(2007) Environnmental testing - Part 2-1:
Tests - Test A: Cold

(2007) Environnental testing - Part 2-2:
Tests - Test B: Dry heat

(2005; ED 3.0) Environmental Testing -
Part 2-30: Tests - Test Db: Danp Heat,
Cyclic (12 H + 12 H Cycl e)

(2012) Environnmental testing - Part 2-78:
Tests - Test Cab: Danmp heat, steady state

(2022) Measuring relays and protection
equi pnment - Part 1: Common Requirenents

(1988) Electrical relays - Part 21:
Vi bration, shock, bunmp and seismic tests
on measuring relays and protection
equi pnment - Section One: Vibration tests

(1988) Electrical relays - Part 21:

Vi bration, shock, bunmp and seismic tests
on measuring relays and protection

equi prent - Section Two: Shock and bunp
tests

(1993; ED 1.0) Electrical Relays - Part
21: Vibration, Shock, Bunp And Seismc
Tests On Measuring Relays And Protection
Equi pnrent - Section 3: Seismic Tests
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| EC 60255- 26 (2023) Measuring relays and protection
equi prent — Part 26: El ectronmagnetic
conpatibility requirements

| EC 61000-4-4 (2012) El ectronmagnetic conpatibility (EM)
- Part 4-4:. Testing and measurenent
techni ques - Electrical fast
transient/burst inmunity test

| EC 61000-4-8 (2009) El ectromagnetic conpatibility (EM)
— Part 4-8: Testing and neasurenent
techni ques — Power frequency magnetic
field immnity test

| EC 61131-3 (2013) Progranmable Controllers - Part 3:
Pr ogramm ng Languages

| EC 61850 (2021) Comuni cation networks and systens
for power utility autonation

| NTERNATI ONAL SCCI ETY OF AUTOVATI ON (| SA)

| SA 5.2 (1976; R1992) Binary Logic D agrams for
Process Qperations

| SA 18.2 (2016) Managenent of Al arm Systenms for the
Process Industries

| SA 101.01 (2015) Hurman Machi ne Interfaces for
Process Automation Systens

NATI ONAL ELECTRI CAL MANUFACTURERS ASSOCI ATI ON ( NEMA)

NENVA 250 (2020) Encl osures for Electrical Equiprent
(1000 Vol ts Maxi mun)

NATI ONAL FI RE PROTECTI ON ASSOCI ATI ON ( NFPA)

NFPA 70 (2023; ERTA 7 2023; TIA 23-15) Nationa
El ectrical Code

NFPA 262 (2023) Standard Met hod of Test for Flane
Travel and Snoke of Wres and Cables for
Use in Air-Handling Spaces
U. S. DEPARTMENT OF DEFENSE ( DOD)

M L- STD- 3071 (2023) Tactical Mcrogrid Comruni cations
and Control

U.S. FEDERAL COMMUNI CATI ONS COWM SSI ON ( FCC)

FCC EMC (2002) FCC El ectronagnetic Conpliance
Requi renent s

FCC Part 15 Radi o Frequency Devices (47 CFR 15)
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UNDERWRI TERS LABORATORI ES (UL)

UL 1741 (2010; Reprint Jan 2015) UL Standard for
Safety Inverters, Converters, Controllers
and I nterconnection System Equi prrent for
Use Wth Distributed Energy Resources

UL 60950 (2000; Reprint Cct 2007) Safety of
I nformati on Technol ogy Equi prent

.4 ACRONYMS

Acronym Term

ARC Communi cation Architecture

ATS Automatic Transfer Switch

DER Di stri buted Energy Resource

DERMS DER Managenent System

DFD Data Fl ow Di agram

DV Di stribution Management System

FAT Factory Acceptance Test

HI L Hardware in the Loop

HM Human Machine Interface

I BR I nverter-Based Resource

| EC International Electrotechnical
Commi ssi on

| EEE Institute of Electrical and
El ectroni cs Engi neers

| SE I nterconnecti on System Equi pnent

1T I nformation Technol ogy

LAN Local Area Network

MCS M crogrid Control System

VENMS M cro- El ectro- Mechani cal Systens

NEC Nati onal Electric Code (NFPA 70)

NENMA Nati onal Electric Manufacturers
Associ ati on

NFPA National Fire Protection Association
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Acr onym Term

or Operati onal Technol ogy

PCC Poi nt of Conmmon Coupling

Pa Point of Interface

PV Phot ovol tai ¢

RPM Revol utions Per Mnute

RO Return on | nvest nent

SAT Site Acceptance Test

SCADA Supervisory Control and Data
Acqui sition

SER Sequential Events Recorder

SCE Sequence of Events

SoP St andard QOperating Procedure

UL Underwriters Laboratory

UPS Uni nterrupti bl e Power Suppl

.5 DEFI NI TI ONS
.5.1 | EEE Stds Dictionary

For terns not explicitly defined in this section, refer to the
| EEE Stds Dictionary.

.5.2 ASTM E772

For terns related to solar energy, refer to ASTM E772 for definitions and
standard terni nol ogy.

.5.3 Anti - I sl andi ng

A safety nmechanismthat detects when a mcrogrid has been separated from
the main grid and ensures that the nicrogrid does not continue to feed
power back into the disconnected grid.

.5.4 Automatic Transfer Switch (ATS)

A switch that automatically transfers a power supply fromits prinary

source to a backup source when it senses a failure or outage in the
primary source.
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.5.5 Base Load Power DER
A DER that provides a constant output to meet mninum]load requirenents.
.5.6 Bl ack Start

The process of restoring a disabled or shut down microgrid to operation
wi thout relying on the external electric power transm ssion network.

.5.7 Di stributed Energy Resource Managenent System ( DERVS)

A control systemthat allows for the centralized control of DERs within
the mcrogrid, often integrated into the microgrid control system

.5.8 Firm El ectrical Qutput DER

A DER capabl e of providing a guaranteed | evel of output under specified
condi ti ons.

.5.9 Grid Foll ow ng

A nmode of operation where the DER adjusts its output based on grid
conditions but cannot independently maintain grid voltage and frequency.

.5.10 Grid Formng

A nmode of operation where the DER can i ndependently control voltage and
frequency within a mcrogrid, effectively formng a grid.

.5.11 Grid Form ng DER

A DER capabl e of operating in a grid-form ng node, independently
controlling voltage and frequency within a mcrogrid.

.5.12 Human- Machi ne I nterface (HM)

The user interface that connects an operator to the controller in an
i ndustrial system often a part of the nmicrogrid control system

.5.13 | nverter-Based DER

A DER that uses an inverter to convert its output to alternating current
(AC) for grid interconnection

.5.14 I sl andi ng

Condition in which a microgrid operates independently and electrically
isolated fromthe external grid.

.5.15 Load Fol | owi ng DER

A DER that adjusts its output in real-tinme to match fluctuations in | oad
denmand.

.5.16 Mcrogrid

A localized energy system consisting of DERs and | oads capabl e of
operating in parallel with, or independently from the main power grid.
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1.5.17 Poi nt of Common Coupling (PCC)

The denarcati on point between the owned el ectrical systemof the mcrogrid
and the utility distribution system

1.5.18 Power Quality Correcting DER

A DER that provides ancillary services to inprove power quality, such as
vol tage and frequency regul ation

1.6 ADM NI STRATI VE REQUI REMENTS

EE R R S I R R I R I R I R S R R R O S R R I R I R R S R R R R

NOTE: The subparts bel ow are specific to each
installation |ocation and project. As the designer,
provi de additional information required to
understand the context of the project being
speci fi ed.

EE R I R R S I R R R I R I R S R R R R I R S I R R I R R R S R O S R R O

The contractor is responsible for the conplete installation, testing, and
conmi ssioning of the Mcrogrid Control System (MCS) in accordance with the
project's Division 01 Specification. The contractor nust al so coordi nate
with other trades and disciplines to ensure seanless integration of the
MCS with other systens, including but not Iimted to DERs, UMCS, and
existing utility infrastructure.

1.6.1 Pre-Installation Meeting

In accordance with UFC 1-300-02, a pre-installation neeting is required be
held to di scuss plans, procedures, responsibilities, and the inpact on
existing facilities. The neeting nust include, but is not limted to, the
fol | owi ng:

1.6.1.1 Coordination with O her Trades

[ Di scussi on of coordination requirements with other trades to ensure
seanm ess integration of the MCS into the larger project infrastructure.]

1.6.1.2 Phasi ng Pl an

Prepare and submit a Phasing Plan that includes listing for duration and
estimated start date for any and all outages of existing assets inpacted
by the installation of the MCS. |nclude outages or sinulated outages
related to testing as specified in Part 3.

Include in the submtted equi prent phasing plan an Integration Plan for
MCS with existing or planned assets, a detailed Phasing Plan outlining
out ages and coordination, and Risk Mtigation Strategies.

1.6.1.3 Rel at ed Project Coordination

[ Di scussion of interface with concurrent, prior, or subsequent projects
which may interface with the microgrid or mcrogrid control system]

1.7 SUBM TTALS

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Review Submittal Description (SD) definitions
in Section 01 33 00 SUBM TTAL PROCEDURES and edit
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the following list, and correspondi ng subnittal
items in the text, to reflect only the subnmittals
required for the project. The CGuide Specification
techni cal editors have classified those itens that
requi re Government approval, due to their conplexity
or criticality, with a "G" GCenerally, other
submittal items can be reviewed by the Contractor's
Quality Control System Only add a "G' to an item
if the submittal is sufficiently inportant or
conplex in context of the project.

For Arny projects, fill in the enpty brackets
following the "G' classification with a code of up
to three characters to indicate the approving
authority. Codes for Arny projects using the
Resi dent Managenent System (RVS) are: "AE" for
Architect-Engineer; "DO' for District Ofice
(Engi neering Division or other organization in the
District Ofice); "AO" for Area Ofice; "RO for
Resident O fice; and "PO' for Project Ofice. Codes
following the "G' typically are not used for Navy
and Air Force projects.

The "S" classification indicates subnmittals required
as proof of conpliance for sustainability Quiding
Principles Validation or Third Party Certification
and as described in Section 01 33 00 SUBM TTAL
PRCCEDURES.

Choose the first bracketed itemfor Navy and Air

Force projects, or choose the second bracketed item
for Arny projects.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

Covernment approval is required for submittals with a "G or "S"
classification. Subnittals not having a "G' or "S" classification are
[for Contractor Quality Control approval.][for information only. Wen
used, a code following the "G' classification identifies the office that
will reviewthe submttal for the Government.] Subnmit the following in
accordance with Section 01 33 00 SUBM TTAL PROCEDURES:
SD-01 Preconstruction Subnittals
Utility Interconnection Agreement; C[, [
Phasing Plan; ¢, [ 1 1]
SD- 02 Shop Drawi ngs
Contractor Design Drawi ngs; ¢, |
Draft As-Built Drawi ngs; C[, |
Mcrogrid Control System HM Graphical Mckup; ¢, [ 1 ]
SD- 03 Product Data

Product Data Sheets; ¢, [ 1 1]
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Conput er Hardware Specifications; G, [_ ] ]
Conput er Software Specifications; C, [__ ] ]
SD- 04 Sanpl es
Encl osure Keys; C[, [____ ] ]
SD- 05 Design Data
Power System Studies; G, [ 1 ]
Mcrogrid System Architecture Diagram C[, [__ ] ]

SD-06 Test Reports

Conpr ehensi ve Execution Plan; C[, [__ ] ]
Site Assessnment Survey; C[, [__ 1]
Factory Test Procedures; G, [ ] ]
Factory Test Report; G, [ 11

PVT Testing Procedures; ¢, [ 1]

PVT Phase | Testing Report; ¢, [ 1]
PVT Phase Il Testing Report; G, [ 11
PVT Phase Il Testing Report; G, [__ 11
Startup Testing Plan; G, [ 1 1]

Startup Testing Report; C[, [ T ]

Factory Acceptance Test Reports; C[, [ ] ]
Pre-construction QC checklist; G, [ 1]
Post - construction QC checklist; G, [ 1]

SD-07 Certificates

Regul atory Conpliance Docunentation; C[, [__ ] ]
| SO 9001 Conpliance Certificate; G, [ 1]
Installer Qualifications; ¢, [ ] 1]

Uility Interconnect Contract

SD-10 Operation and Mai ntenance Data

Emer gency Response Plan; G, [ ] ]
Trai ni ng Docurmentation; C[, [ ] ]
Operation And Maintenance Instructions; C[, [__ ] ]
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SD-11 Cl oseout Submittals

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: The Encl osure Keys are needed by the project
site DPW

EE R R R S I R I R I R I R S R R R R O S R R I R R R S R R R R O

Encl osure Keys; ¢, [
Cl oseout QC Checklist; ¢, [ 1 1]
Mcrogrid System Model ; G, [ 1 1]

1.8 DATA PACKAGE AND SUBM TTALS REQUI REMENTS

EE R R R S I R R I R I R I R S R R R R R R S R R I R I R R R R R R O

NOTE: Coordinate the review of all submittals with
the project site. The site may have a System

I ntegrator or other individual/office that should
review all submittals before acceptance of the
system

The acquisition of all technical data, data bases
and conmputer software itens that are identified
herein will be acconplished strictly in accordance
with the Federal Acquisition Regulation (FAR) and

t he Def ense Acquisition Regul ati on Suppl enment
(DFARS). Those regulations as well as the Services
i mpl enent ati ons thereof should also be consulted to
ensure that a delivery of critical itens of
technical data is not inadvertently |ost.

Speci fically, DFARS 252.227-7013 Rights in Technica
Data - Noncomercial Items as well as any requisite

software |licensing agreenents will be nade a part of
t he CONTRACT CLAUSES or SPECI AL CONTRACT
REQUI REMENTS.

In addition, the appropriate DD Form 1423 Contr act
Data Requirements List, will be filled out for each
di stinct deliverable data itemand nade a part of
the contract. Were necessary, a DD Form 1664, Data

Item Description, will be used to explain and nore
fully identify the data itens listed on the DD Form
1423. It is to be noted that all of these clauses

and forns are required to ensure the delivery of the
data in question and that such data is obtained with
the requisite rights to use by the Governnent.

Include with the request for proposals a conpleted
DD Form 1423, Contract Data Requirements List. This
formis essential to obtain delivery of al

docunentation. Each deliverable will be clearly
speci fied, both description and quantity being
required.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S
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Techni cal data packages consisting of conputer software and technical data
(rmeani ng technical data which relates to computer software) which are
specifically identified in this project and which may be defined/required
in other specifications nmust be delivered strictly in accordance with the
CONTRACT CLAUSES and in accordance with the Contract Data Requirenents
List, DD Form 1423. Data delivered nust be identified by reference to the
particul ar specification paragraph against which it is furnished. All
subm ttals not specified as technical data packages are consi dered shop
drawi ngs under the Federal Acquisition Regul ation Supplenment (FARS) and
nmust contain no proprietary information and nust be delivered with
unrestricted rights.

9 PROQIECT SEQUENCI NG

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Tabl e | provides bracketed text in which the
nunber of days between itens may be specified. In
many cases this information will be specified

el sewhere. When project schedule is specified

el sewhere renove bracketed text and Table | will
provi de sequenci ng but not specific intervals. If
time intervals are to be specified here keep the
bracketed text and enter the nunber of days in the
space provided.

EE R I R R S I R R I R I R I R S R R R R S I R R I R R R S S R S R R

Table |I outlines the sequencing of submttals as detailed in the
SUBM TTALS paragraph (indicated by an 'S in the 'TYPE colum) and
activities as described in PART 3 EXECUTION (marked by an 'E in the
"TYPE' colum).

.9.1 Sequencing for Submittals

The sequencing for subnittals indicates the final date by which the

subm ttal must be provided. After subm ssion, the Governnment will review
as outlined in 01 33 00 SUBM TTAL PROCEDURES. If the CGovernnent doesn't
accept the submittal, revise the submttal and resubmit within [14][ ]
days of receiving the rejection notification. Each re-subm ssion wll
undergo an additional Governnent review, and this process will continue
until the Government accepts the submttal

.9.2 Sequencing for Activities

The sequencing specified for activities indicates the earliest activity
may begi n.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Table | provides bracketed text in which the
nunber of days between itens may be specified. In
many cases this information will be specified

el sewhere. When project schedule is specified

el sewhere renove bracketed text and Table | will
provi de sequenci ng but not specific intervals. |If
time intervals are to be specified here keep the
bracketed text and enter the nunber of days in the
space provided.

EE R R R S R R I R R I R S R R R R S R R I R I R R S R R R R O

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S
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TABLE |

NOTE: If requiring a Factory Test

in PART 3

EXECUTI ON, keep "Acceptance of Factory Test Report™
in the Description colum for item1. If NOT
requiring factory test keep "Notice to proceed" or
edit to indicate other starting condition. Use Table
| to specify the sequencing of submittals and
activities. If the the project schedul e has been
speci fi edel sewhere, renove the bracketed text, and
Table I will only indicate sequenci ng w thout
specific intervals. If tinme intervals are specified
here, retain the bracketed text and input the numnber

of days in the provided space.

- PROIECT SEQUENCI NG

| TEM

TYPE

DESCRI PTI ON

SEQUENCI NG ( START OF ACTIVITY
or DEADLI NE FOR SUBM TTAL)

Comrerci al contracts and Pos in place

G

Resource pl an

G

Proj ect schedul e

G

Monthly progress reports

G

Ki ck-of f meetings

G

Internal/External audit review neetings

G

Detail ed functional design specification

G

Schenmatic Single Line D agram

G

Equi prent | ayout drawi ngs

G

St udi es conpl eted and val i dat ed

G

Factory Acceptance Pl an

G

[ Acceptance of Factory Test
Report][Notice to proceed][ ]

G

Exi sting Conditions Report (site
assessnent survey)

[ ] days after #1

Contractor Design Draw ngs

[ ] days after #1

Product Data Sheets and Certificate of
Net wor t hi ness Docunent ati on

[ ] days after #1

MCS | P Networ k Bandwi dth Usage Estinate

[ ] days after #1

w n un un w

Pre-construction QC Checkli st

[ ] days after #1

I sol ation, conmi ssioning, testing, and
restoration plans for systen

G

Site readi ness checkli st

G

Install MCS

AAO #2 thru #6

Start-Up Procedures and Start-Up Testing

ACO #7
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I TEM | TYPE | DESCRI PTI ON SEQUENCI NG ( START OF ACTIVITY
or DEADLI NE FOR SUBM TTAL)

9 S Post - Constructi on QC Checkl i st [ ] days ACO #8

10 S Conput er Sof t war e [ ] days ACO #8

11 S Start-Up and Start-Up Testing Report [ ] days ACO #8

12 S Draft As-Built Draw ngs [ ] days ACO #8

13 S PVT Phase | Procedures [ ] days before schedul ed
start of #14 and AAO #11

14 E PVT Phase | AAO #13 and #12 [ 1]

15 S PVT Phase | Report [ ] days

16 S Preventive M ntenance Wrk Pl an AAO #11

17 S O&M I nstructions AAO #11

18 S Basi ¢ Trai ni ng Docunentati on AAO #11 and [____ ] days
before schedul ed start of #19

19 E Basi ¢ Training (PVT Phase I1) AAO #16, #17 and #18

20 S PVT Phase || Report [ ] days ACO #19

21 S Final As-Built Draw ngs [ ] days AAO #20

22 S Advanced Trai ni ng Docunentation [ ] days before schedul e
start of #23 and AAO #18

23 E Advanced Trai ni ng ACO #19 [ ] days AAO #22, and no
later than [60] days ACO #19

24 S Ref resher Trai ni ng Docunentati on [ ] days before #25 and
AAO #18and #22

25 E Ref resher Trai ni ng bet ween [ ] and [____] days
ACO#19 and AAO #24

26 S Cl oseout QC Checkli st ACO #23
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| TEM | TYPE | DESCRI PTI ON SEQUENCI NG ( START OF ACTIVITY
or DEADLI NE FOR SUBM TTAL)

Contract cl osure neeting [ ]

In TABLE | the abbreviation AAOis used for 'after approval of' and 'ACO
is used for "after conpletion of'.

1.10 STANDARD MATERI ALS AND PRODUCTS

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: If the microgrid control systemoffers renote
control or access, even if separate from an energy
managenent control system choose this option

| mpl enent a R sk Managenent Franmework (RMF) for
cybersecurity. Refer to Section 25 05 11
CYBERSECURI TY FOR FACI LI TY- RELATED CONTROL SYSTEMS
and UFC 4-010-06 Cybersecurity of Facility-Rel ated
Control Systens for guidance on integrating
cybersecurity into the control systemand for

i nsights on the RVF process for control systens.
Ensure equi pnment certification aligns with the
CGovernment's cybersecurity standards and

i nterpretations.

EE R I R R S I R R I R I R I R S R R R R S R I R I R R R S R R R R R

[Provide certification that control systens are designed and tested in
accordance with DoD Instruction 8500.01, DoD Instruction 8510.01, and as
requi red by individual Service |Inplenentation Policy.]

1.11 QUALI TY ASSURANCE AND QUALI TY CONTROL

Every manufacturer of the nmicrogrid control systemand its conponents nust
i mpl enent a documented quality assurance program (QAS), which includes an
i nspection test plan (1 TP). Al suppliers, including sub-suppliers, mnust
provide QAS and | TP documentation for all deliverables. The QAS nust
enconpass established process control docunents, either as fornal
procedures or work instructions. Suppliers must ensure the availability of
all relevant procedures and work instructions at every work | ocation
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Supplier's adherence to their QVS and its effectiveness will be eval uated
by:

a. Ongoing output quality verifications

b. Internal and External "Hold", "Wtness" "Cbservation" and "Review'
poi nts

c. Inspection reports of incomng parts, nodul ar assenblies and fina
pr oduct

d. Conpany involverment in the 'non-confornmance' process

e. Periodic independent quality audits

f. Performing quality inspections and tests by third parties
11,1 I nspection Reports

Submit inspection reports created follow ng the | TP procedures. Provide
| TP docunentation to the designated authority before [planned inspection
neetings][site delivery].

.11.2 Traceability and Markings

Wthin the Product Data Sheets subnmittals, report the country of origin
for all materials and equipnent in the submitted traceability
docunentation. All test reports and certificates must clearly indicate the
origin of all software and the manufacturing |location of relevant goods or
materials. Ensure every item conponent, software, and sub-conmponent is
traceable to its origin for both software devel opnent and nmanufacturi ng.

Submit this traceability docunentation within the applicable Product Data
Sheets submittals. Mark all goods and materials and trace their associated
certifications throughout all processes, fromengineering to construction

Ensure traceability of all sub-conponents through their markings to their

origin and docunent this traceability.

.11. 3 Proof of Perfornance

Provi de evidence of adherence to custoner expectations, perfornance
specifications, QAS requirenents, |EEE 2030.8 standards, and other testing
prerequisites within I TP, inclusive of [FAT][SAT][both FAT and SAT].
.11.4 Docurrent ed |1 SO 9001 Conpli ance

Submit docurentation verifying | SO 9001 Conpliance Certificate for al
entities in the supply chain, including engineering design firns,
conmi ssi oni ng teans, and nanufacturing teans.

.11.5 Qualifications

Engi neeri ng and manufacturing conpanies participating in this nmcrogrid
nmust submt Installer Qualifications including evidence of having

previously conpleted [three][five][___ ] projects of simlar size and
conplexity of mcrogrid projects.
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.11.6 Docunent ati on

Mai ntai n and nake accessible for review by the designated authority al
@AS and | TP docunent ati on, including changes and revisions. |ncluding but
not limted to, design docunents, test reports, and quality records.

12 REGULATORY REQUI REMENTS

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Clearly define and allocate the scope of work
for regulatory conpliance to the contractor and
constructi on managenent teamin the contract
docunents. Recognize that this will entail effort,

cost, and time.
EE IR I b R S I I I I IR I I I IR I I R S R I I I I R I R I I R R I I I I I I R R I S I S b E b I IR I R I R I S I I b b I b b I b I

Conmply with all utility, local, state, and federal regulatory requirenents
related to this mcrogrid. Submit Regulatory Conpliance Docunentation
denonstrating conpliance with all utility interconnect contract
stipulations. Ensure that no installation or testing done before the fina
SAT invalidates any warranties. Submt a table listing all regulatory
requi renments and confirmations of conpliance. Update this |ist

[annual | y] [ bi -annual | y][as required] and nake it available for revi ew when
asked.

Where the microgrid couples to an external electrical grid, equip the
mcrogrid control systemwith functionality required to neet the contro
and comuni cation requirenents of that external grid. Secure certification
fromthe connected external grid provider or operator during the

i nterconnect application process.

.12.1 [Uility Interconnect Contract]

[ Submit conpl eted and approved evi dence of meeting all Uility

I nterconnect Contract requirenents. Including but not limted to
[technical specifications][safety protocols][netering and tel enetry][ power
quality standards][liability and i ndemification clauses].]

.13 DELI VERY, STORAGE, AND HANDLI NG

.13.1 Ceneral Requirenents

Deliver all equiprment and naterials in the manufacturer's ori ginal
unopened, undanmaged containers with identification |labels intact. Store
all materials in a secure, clean, dry space in accordance with the
manuf acturer's instructions.

.13.2 Handl i ng

Handl e all materials and equiprment in a nmanner to prevent danage,
adul teration, and soiling, and in accordance with the manufacturer's
recomendat i ons.

.13.3 St or age

Store all materials and equi pnment of f the ground and covered to protect
them from weat her, humidity, and tenperature extremnes.
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1.14 SAFETY REQUI REMENTS

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: As microgrids often integrate generation on
the I oad side of facility transformers and operate

i ndependently fromthe external grid, special design
consi derati on nust be given to islanded operationa
states requiring dedi cated groundi ng and protection
configurations. Prior to integrating mcrogrids into
exi sting installation systenms, evaluate if:

Existing installation distribution equipnment and
swi tchgear are integrated.

Dedi cated or nodified grounding during certain
conditions of operation are required.

Any i sl anded operational states require dedicated
groundi ng or updated protections at any |ocation

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

1.14.1 Groundi ng and Bondi ng

The mcrogrid includes [fixed][variable] grounding systemtopology to
accommodat e various operational states. It is designed to include [a
single point][nultiple points] of systembonding within the mcrogrid
boundary. Wthin this boundary, the grounded conductors (neutrals) are
[switched][ and ][unswi tched]. The swi tching mechani snms, which are
[manual | y operated][automatically controlled], are capable of isolating

t he grounded conductor [at the point of comon coupling][w thin the

m crogrid boundary]. [The MCS must include [nonitoring][ and J[control] of
t hese switchi ng nmechani sns and cease operation if grounded conductors
become un-bonded to the grounding el ectrode system]

1.14.2 Anti-Islanding Protection

I ncorporate anti-islanding protection nechanisns in the mcrogrid control
system (MCS) to safeguard both mcrogrid conponents and personnel. Ensure
the MCS detects and di sconnects the microgrid fromthe main grid during a
grid outage, preventing unintentional islanding.

Equip the MCS with nmultiple nethods to detect islanding conditions. These
net hods include, but are not linted to: [Active Frequency Drift: Monitor
the system frequency and conparing it agai nst predefined thresholds.]

[ Vol t age Unbal ance Detection: Monitor voltage levels to identify

i mbal ances indicating an islanding condition.] [Rate of Change of
Frequency (ROCOF): Track the rate of system frequency changes over tine.]

Initiate a di sconnect sequence within [10][20] mlliseconds upon detecting
an islanding condition to ensure system safety and prevent equi pnent
damage. Do not reconnect to the main grid after an islanding event unti
verifying grid stability. Set a reconnection delay of at |east

[5]1[10]] ] m nutes.

Coordi nate anti-islanding protection with other mcrogrid protection

nmechani snms, such as over/under voltage, over/under frequency, and phase
i mbal ance protections.
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15 PRQIECT AND SI TE CONDI Tl ONS
15.1 Envi ronnental Condi ti ons

Install the MCS [indoors][outdoors in a NEVMA Type [3R][4][4X] encl osure].
Ensure each system conponent operates effectively in its designated
environnent. For MCS data conmuni cati ons equi pnent in unconditioned
spaces, ensure operation within anbient tenperatures of [0 and 49] | ]
degrees C [32 and 120]] ] degrees F and anmbient relative humdity

bet ween 10 percent and 90 percent noncondensing. Conmply with NFPA 70,

UL 60950, NFPA 262, FCC EMC, and FCC Part 15 standards.

Equi pnent | ocated outdoors, not provided with clinate-controlled

encl osure, must be capable of operating in the anbient tenperature range.
El ectrical equi pment must conformto Section 26 20 00 | NTERI OR

DI STRI BUTI ON SYSTEM | NTERI OR DI STRI BUTI ON SYSTEM Equi pnent and wiring
must be in accordance with NFPA 70, with proper consideration given to
environnental conditions such as noisture, dirt, corrosive agents, and
hazardous area classification

.15.2 Uility Interconnection Requirenents

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Use this section where the mcrogrid will
i nterconnect and provi de power to an externa
el ectrical Distribution System Operator (DSO).

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

a. Ensure the microgrid control system adheres to relevant grid codes
and/ or the interconnection agreement with the distribution system
operator (DSO.

b. Adhere to the criteria set by the interconnection agreement, which
establ i shes the foll ow ng:

(1) The conditions under which a connection is allowed and the
requi renents inposed on the mcrogrid control system

(2) The financial arrangenents regardi ng energy and power demand
i mports fromand exports to the distribution grid, and the
conpensation for ancillary services provided by the mcrogrid.
(3) The information required by the distribution nanagenent system
(DVB) and/or the DERMB (DERMS) for nonitoring and control of the
m crogrid. [

(4) Provide MCS functionality to provide grid support at the point of
i nterconnection (PO) as required by the DSO. ]|

(5) Provide MCS functionality to coordinate with the DVS and/ or DERMS
during steady state operation and during connection
di sconnecti on, and reconnection processes.]

(6) Allowabl e parallel operation of DERs.

(7) Al'l owabl e power and reactive power [power factor] limtations.

c. Provide required studies for Utility interconnection support.
I ncl udi ng, but not linted to:
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(1) Prior to Construction

(a) Neutral G ound Bonding, aka 'Effective Gounding & G ounding
Bank Study, this to show there will be no neutral inversion under
all operational nodes and transitions.

(b) Transient Stability showing transition of PV fromgrid
connected to island operation, showing the curtail ment and partia
shutdown of the PV during islanded operation

(c¢) Equi prent sizing to ensure correct sizing of transforners,
conductors, gensets, circuit breakers

(2) Prior to construction
(a) Transient stability nodel - showing |arge mcrogrid disturbance
& DER transient response during transitions island/grid and PV
paral |l el i ng
(b) Undervol tage/ overvol tage ride-through

(c) Underfrequency/over-frequency ride-through

(d) Voltage stability grid connected showi ng Q/PF dispatch during
grid connection

(e) Power dispatch during grid connection
(f) Fault study and Protective Device Coordination

(g) Cear explanation of grid connected dispatch, reconnection
sequence to grid, aka 'nodes of operation'

(3) Prior to energization:

(a) Validation of transient nodels after genset/transfornmer/IBR
factory tests.

(b) HL Testing with PCC, DER, and MC control and protection
har dwar e

(c)Factory Acceptance Test Reports denpnstrating conpliance with
| EEE 2030.7, |EEE 2030.8, and | EEE 1547, and I nterconnected
Utilityrequirenments.

(d) Open Phase Anal ysis

1.15.3 Uility Privatization Owership Requirenents

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: If the utility assumes ownership of the fina
constructed microgrid, either directly or through
third-party privatization, require the contractor to
adhere to the follow ng requirenents.

EE R R R S R R I R R I R S R R R R S R R I R I R R S R R R R O
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1.15.3.1 Owner shi p

Upon initial turn-over, the mcrogrid and mcrogrid control systemis
anticipated to be [owned][| eased] [operated] by [the Governnment][a private
entity][a public-private partnership]. Determ ne all ownership rights,
including intellectual property associated with the mcrogrid control
system to be [retained by the Governnent][transferred to the private
entity][shared between the Governnent and the private entity].

1.15.3.2 Coor di nati on

Coordinate utility privatization efforts with [the local utility][ and
][the Governnent]. Ensure alignnent for [interconnection][ and ][netering]
according to [local][state][federal] regul ations.

1.15. 4 Exi sting Conditions

EE R R R S I R R I R I R I R S R R R R R R S R R I R I R R R R R R O

NOTE: For projects where the specified nmicrogrid
control specification will connect to existing

equi prent, this section is intended to be conpl eted
by the project designer of record, who is required
to provide detailed information on the existing
conditions relevant to the mcrogrid. The designer
nust refer to UFC 3-550-04 for technica

requi renents, UFC 1-300-01 for general formatting,
UFC 1-300-02 for organizational structure, and |EEE
2030.7 for mcrogrid control systens.

Ensure that all existing conditions are thoroughly
assessed and docunmented. This information is crucial
for the contractor to understand the scope and

requi renents of the project.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

1.15. 4.1 External Utility Distribution System

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Provide details on the existing external
utility distribution system including voltage

| evel s, fault current ratings, and any other
pertinent information. Refer to UFC 3-550-04 for

gui dance on technical aspects.
ER R IR I I R R R R R I I I R R R R I I R R R R S I I I R R R R I I I I R R R S I I I R O I I I R R R S I I I

1]

1.15.4.2 Poi nt of | nterconnection Equi prent

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Describe the existing point of interconnection
(PA) equipment, including type, ratings, and
condition. This information is critical for ensuring
conpatibility with the new mcrogrid.

EE R R R S R R I R R I R S R R R R S R R I R I R R S R R R R O

1]
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15.4.3 [ Description of Existing Equiprent]

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: List and describe all existing equi pnment that
will interact with or be affected by the new

m crogrid. Include informati on such as nake, nodel,
and condi tion.

EE R R R S I R I R I R I R S R R R R O S R R I R R R S R R R R O

1]

.15.4. 4 [ Description of Existing Electrical Interconnection Mans]

EE R R R S I R I R I R I R S R R R R O S R R S R R R R R R R R

NOTE: Describe the existing electrical

i nterconnection nmeans, including wiring, sw tchgear
and protection devices. Through desi gn phase
nodel i ng:

- Validate short circuit rating of PO and
downstream equi prent is sufficient for fault current
avai |l abl e under all parallel source scenarios.
Ensure that the short-circuit ratings at the PO and
downstream are validated for all parallel source
scenarios as per UFC 3-550-04

- Confirmthat the fault current available during
i sl and node operation is sufficient to activate the

protecti on mechani snms at the PO and downstream in
accordance wi th | EEE 2030. 7.

EE R R R S I R R I R I R I R S R R R R R R S R R I R I R R R R R R O

1]

16  OPERATI ON AND MAI NTENANCE (O&M | NSTRUCTI ONS

Provi de MCS Operation and Mai ntenance | nstructions which include:

a. Procedures for the MCS system start-up, operation and shut-down.

b. Final As-Built Draw ngs.

c. Routine naintenance checklist, arranged in a columar format: The
first colum listing all installed devices, the second columm stating
t he mai ntenance activity or stating that no mai ntenance required, the
third colum stating the frequency of the maintenance activity, and

the fourth colum providing any additional comrents or reference.

d. Qualified service organization list including points of contact with
phone nunbers.

e. Start-Up and Start-Up Testing Report.

f. Performance Verification Test (PVT Phases |, II, & I1l) Procedures and
Reports.
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PART 2 PRODUCTS

2.

2.

2.

1 SYSTEM DESCRI PTI ON AND OPERATI ONAL REQUI REMENTS

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: The specific microgrid topol ogy should be
based on either a distributed or central-pl ant
architecture as outlined in UFC 3-550-04. Consider
the trade-of fs between | everagi ng existing capital
asset investnents and the conmunications intensity
of the chosen architecture.

EE R R R S I R R I R I R I R S R R R R R R S R R I R I R R R R R R O

1.1 Mcrogrid System Architecture

The microgrid and associated MCS is designed as a [Distributed Generation
Architecture with geographically disparate DERs networked at a single
poi nt of interconnection with the external distribution
system [Di stributed Generation Architecture with geographically disparate
DERs networked at nultiple points of interconnection to the externa

di stribution systenj[Central -Plant Type Architecture with co-located DERs
net wor ked t ogether and connected to the distribution systemat a single
poi nt of comon coupling].

Submit a detailed schematic Mcrogrid System Architecture Diagran that

di spl ays the layout and interconnections of all MCS conponents, DERs, and
other interfacing systenms to be connected to or controlled by the MCS
Account for the interconnection of conmunication networks bel onging to the
Government and third parties. If external grid operators require

i nterconnection, [use redundant devices isolated fromthe MCS

conmuni cati on network][include devices within the MCS] to supply the
necessary data. Conmunication between the MCS and third-party
conmuni cati ons systens is [prohibited][permtted].

For each component and equi pnent indicated on the System Architecture

Di agram provide technical Product Data Sheets for all hardware conponents
of the Mcrogrid Control System including but not Iimted to controllers,
Human- Machi ne Interface (HM) devices, and conmunicati on equi pnent.

1.2 M crogrid Equi pnent

EE R R R S R R I R I R I R S R R S R I R S I R I R I R R R R R I R R R

NOTE: As noted in UFC 3-550-04, the follow ng

consi derati ons represent best practice and shoul d be
i ncl uded as project scope allows, and el aborated
further within this specification section

* Redundant networ ked sources of generation

* Energy Storage

* Bi-directional soft, Blinkless transition; From
grid to island, and re-synchroni zed transition from
island to grid

* &id connected support, with capability for denand
response, and ancillary services such as frequency
support voltage managenent, and bl ack start.

* Redundant (min. 2) grid-form ng assets capabl e of
supporting life safety and critical |oads requiring
startup time measured in seconds

* Redundant (min. 2) HM visualization front-ends

* Redundant (mn. 2) independent black start sources
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* Load sheddi ng capability

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Read closely and edit the foll ow ng paragraph
and section describing the mcrogrid system

i nterconnection and operation. Were the mcrogrid
systemis arranged such that there are multiple

poi nts of interconnection, a ring configuration for
the mcrogrid system or other systemtopol ogy
differing fromthat described, the follow ng

par agraph shoul d be replaced with a system
description natching the design draw ngs.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

2.1.2.1 [Uility Service; Point of Comron Coupling (Point of
I nt erconnecti on) ]

The microgrid is designed to interface with the utility grid at the
designated PCC. The PCC is designed as equi pped with [bi-directiona
nmetering, ][fault detection relays, ][ and automatic reclosers] to
facilitate grid interaction and ensure safety. [The MCS [rnust][does not]
control the automatic reclosers directly.][ Reclosers are controlled by
the protection system Requests for open/close are nade by the MCS, and
executed by the protection system]

2.1.2.2 Power Cenerating Assets

EE R R R S I R R I R I R I R S R R R R S R R I R R R S R R R R R

NOTE: Refer to UFC 3-550-04 for additional guidance
on sel ecting and configuring power generating
assets. Ensure conpliance with anti-islanding and
ot her safety requirenents.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

Asset Type & ID Fi rm Power Asset |Gid-Connected I sl and Operation |Nanepl ate
Operation Generati on

[Diesel Generator |[Yes][No] [DI[SI[/E [(DIISIT/F(__ D11

DG 1]

[Sol ar PV SPV-1] [ Yes] [ No] [DI[SI[/E [(DIISIT/F(__ D11

[Wnd WG 1] [ Yes] [ No] [DI[SI[/E [(DIISIT/F(__ D11

[ BESS BESS-1] [ Yes] [ No] [DI[SI[/E [(DIISIT/F(__ D11

[ 1] [ Yes] [ No] [DI[SI[/E [(DIISIT/F(__ D11
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Asset Type & ID Fi rm Power Asset |Gid-Connected I sl and Operation |Nanmepl ate

Operation Generation

P

[ Yes] [ No] [D[SI[/E [(DSH/RI( D1 ]

PONER GENERATI NG ASSET TABLE LEGEND:

Gri d- Connected Operati on:

D - Disabled; WII not generate power while in grid-connected node
S - Supporting; Gid-follow ng Power provided in parallel to
external distribution network, only when total mcrogrid
generation is less than microgrid connected | oad. No power export.
P - Power Factor Correction

E - Exporting; Permitted to Export power to the external

di stribution network

| sl and Operati on:

2.1.2.3

D - Disabled; Asset will not operate in island node

F(1) - Gid-formng; optional preference indication for primary,
alternate grid-form ng

S - Supporting; Gid-follow ng power provided in parallel to
grid-form ng asset(s)

Controll ed Switches, Breakers, and Devi ces

EE R R R S I R R I R I R I R S R R R R S R R I R R R R R S R R R O

NOTE: Refer to UFC 3-550-04 for additional guidance
on the selection and configuration of controlled
swi tches, breakers, and devices. Ensure that all
devices are conpatible with the MCS and neet the
requi renents for data acquisition, control, and
safety.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

Asset Type & ID |Asset Location Functi onal Support ed Connect ed Load
Requi renent s Condi tion(s) w
[Recloser UTIL-1][____ ] [A[MI[DO [EI[SI[O[N (1]
[Breaker HVAC-1] |[____ ] [A[MI[D [EI[SI[O[N [
[ BESS BESS-1] [ [A[MI[D [EI[SI[O [N [
LEGEND:

Functi onal Requirenents:

O - Operable Open and close via signal from MCS

M- Metered data provided to mcrogrid control system

D - Dispatchable Load; either able to increase or decrease as
outlined further el sewhere

Supported Conditions

E - Essential |oad; supported under all nodes of operation

S - Supported Load; served by microgrid, though may be shed based
on progranmm ng

D - Discretionary Load; Able to be served by microgrid. Wthin
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2.

2

m crogrid boundary
N - Not |ocated within the mcrogrid boundary

1.3 Functional Requirenents and Design Paraneters

The microgrid control systemis to enable the bounded mcrogrid to neet
the following mnimumrequirenents. Unless stated otherw se, the MCS nust
fulfill these requirements. For equipnent requiring control and connected
to the MCS, coordinate with the connection and conmuni cati on standards
detailed in this specification

.1.3.1 Aut onony

Ensure the MCS provi des essential islanding and interconnection functions,
i ndependent of external power sources and conmuni cation networks. Wile
econom ¢ di spatch, demand forecasting, and other optimzation nodels can
utilize external networks or services, the mcrogrid systemcontroller
nmust have fallback |logic to command generation that satisfies the
designated critical | oad.

.1.3.2 Supported Load Profile

The microgrid is designed to be capable of serving a peak critical |oad of
[ ] [KW[MA during both normal and peak mission activity. |ncorporate
[one][multiple] grid-form ng DDER asset(s) in the systemto sustain this

| oad during islanded operations, as detailed in this specification. D rect
each grid-form ng DER asset with variable startup instructions.

.1.3.3 Of-grid (Island) System Endurance

The microgrid systemis designed to nmaintain off-grid endurance for a
duration of [24 hours][48 hours][3 days][7 days]]| ] without the need
for conmercial power restoration[ or DER refueling]. Integrate components

such as [battery storage][fuel cells][diesel generators] to achieve this
endur ance requirenent.

EE R I R R S I R R R I R I R S R R R R I R S I R R I R R R S R O S R R O

NOTE: Speci al consideration nust be given to the
potential reduction in fault current fromthe DERs
in conparison to the external grid. The avail abl e
current may be insufficient to appropriately clear a
fault where mnimal DERs are online. A design

coordi nation study is required to ensure proper
operation, and a construction-phase study will be
required to confirmthe design assunptions using
data from sel ected equi prent. The desi gn mnust

i ncl ude updated coordination settings (possibly for
existing to remain protection devices) at the system
and device level to isolate or clear faults,
preventi ng danage to equi pnent or | oads. Refer to
UFC 3-550-04 for additional information and

requi renents.

EE R R R S I R R I R I R I R S R R R R S R I R I R I R R S R R S R R R

.1.3. 4 Energy Surety and Redundancy

Desi gner option - define the | evel of redundancy required by mssion. In
ternms of |oad and redundant grid-form ng or generating assets to support
the critical |oad.
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2.1.3.5 Load Sheddi ng Requirenents

[ An aut omat ed | oad sheddi ng strategy must be inplenented to nmaintain the
integrity of both critical and non-critical |oads within the mcrogrid
boundary. The autonated | oad sheddi ng nust occur during specified
anomal i es observed [external to ][ or ]J[within] the microgrid system Load
sheddi ng nust be executed under conditions such as [under-frequency,

][ over-frequency, ][under-voltage, ][over-voltage, ][inbal ance conditions,
J[DER failure, ]J[protection system activation, ][manual startup, ][__].

Loads are categorized into priority levels [ as indicated on the
[contract][design] docunents], which are defined as [Level 1. Life-Safety
Systens, ][Level 2: Mssion-Critical Systens, ][ and Level 3: Non-Critica
Systens]. Sheddi ng strategi es nust be executed in descendi ng order based
on these levels, beginning with the least critical. Post |oad shedding,
the MCS must automatically restore the shed | oads in ascendi ng order of
priority levels, once grid stability is re-established. The restoration
nmust be conpleted within [1][5][10] m nutes. If sufficient generation
capacity exists in island node, either through dispatchable firm
generation assets or non-di spatchabl e generation assets, the MCS nust
automatically restore shed | oads based on avail abl e capacity.

The MCS nust enploy [determ nistic][adaptive][rul e-based][nmachine

| ear ni ng- based] algorithns to make sheddi ng deci sions. These al gorithms
nmust be capable of acting within [ 100 ns][200 ns][500 ns] fromthe
detection of the specified anonaly.

Provi de manual override function, accessible through the Human- Machi ne
Interface (HM), allowing for the [enabling][disabling] of |oad shedding
and alteration of priority levels during energencies.

Upon initiation and restoration of |oad sheddi ng, designated personne
nmust be notified through [email ][SM5][HM alerts].][The mcrogrid
resources are sufficient for operation of all connected | oads. Autonated
| oad shedding is not required for nicrogrid operation.]

2.1.3.6 Restorati on and Resynchroni zati on

The MCS must restore power to critical loads within [5][10][15][20]

m nutes foll owi ng an unpl anned outage. This includes the sequence of
[islanding][grid-formng] at all points of interconnection

[ synchroni zi ng] [ paral | el i ng] generation assets, and [powering][restoring]
designated critical |oads. The restoration tinme is to be neasured fromthe
nmonent of [anomaly detection][islanding initiation] to the [restoration of
the last critical load][first critical |oad].

Upon detecting the return of utility power at the primary side of the PCC,
the systemnust initiate a [predefined][configurable] waiting period of
[15 minutes][30 m nutes][two hours][four hours]| ]. After confirmng
the stability of the external grid, the MCS begi ns execution of a soft
transition, closing the [point][points] of conmon coupling back to the
grid. Total transition duration must be no |onger than [1][5][ 10][15]
seconds. The transition nust enploy phase-|ocking and frequency natching
techni ques to synchronize the mcrogrid' s [phase][frequency] with the
utility's [phase][frequency]. Synchronization and connection of the soft
transition is nmanaged by the [the MCS][the protection systemspecified in
Section 26 05 73 POWER SYSTEM STUDI ES]
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Provi de a nanual override function, avail able through the Hunan- Machi ne
Interface (HM) to [enable][disable] soft transitions and to alter
restoration time settings. Notifications nust be sent to designated
personnel through [email ][SM5][HM alerts][all of the above] when
transitions are initiated and when normal operations are restored.

.1.3.7 Power System Studi es

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: The contract docunents must include section 26
05 73 Power System Studies, referenced fromwthin

thi s paragraph. The additional requirenents of those
studies pertaining to the mcrogrid installation are
i ncl uded here, but nmay be transferred to section 26

05 73 at the designer's discretion.
EE IR R I Sk S S I S S S R R Rk I I S kS R R Rk I S Rk I S I R Sk I O

Provide mcrogrid system nodel created using software and nethods in
accordance with [UFC 3-550-04][ 26 05 73 POMNER SYSTEM STUDI ES]. Studies are
i ntended to validate performance netrics of the provided equipnent. In
addition to the studies outlined by 26 05 73 PONER SYSTEM STUDI ES, provi de
study and reports for microgrid control systemin relation to voltage
regul ati on, frequency stability, and fault response anal yses.

Incorporate into the nodel all DERs, load profiles, and grid interaction
poi nts, such that the nodel is capable of sinulating
[steady-state][transient][both steady-state and transient] conditions.
Incorporate into the nodel [detail ed conponent nodel s][sinplified
aggregat e nodel s][both detailed and sinplified nodels] for DERs and | oads.

Submit Power System Studies including nodel ed anal yses reports such as
[Short Circuit Study, ][Coordination Study, ]J[Arc Flash Study, ][ G ounding
Study, ][Load Flow Study, ][Harmonic Analysis, ][Voltage Drop

Calcul ations, J[Transient Stability Study, ][and Reliability Analysis].
Val i dat e and provi de docunentation of the nmodel accuracy and performance
through [field neasurenents][historical data][both field neasurenents and
hi storical data], and discrepanci es nust be addressed in subsequent

updat es.

Upon substantial conpletion the mcrogrid system nodel, including al
library files in their native format, unlocked and editable, nust be
submitted to the Governnent for future system anal ysis and upgrades.

2.1.3.8 Expandabi l ity

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Engi neer of record is to give careful
consideration to the mission and project scope goals
with relation to phasing and future expansion. The
mcrogrid systemis likely to be expanded and

nodi fied over time. Consult with the Government

st akehol ders to determne the tol erance for outages
and cost inpacts as those expansi ons and

repl acenents occur. In accordance with UFC 3-550-04,
a nodul ar approach will all ow expansion and

repl acenent/upgrade with mnimal inpact to the
operations conmpared to a systemwhich is installed

at its maxi mum size and wi thout nodul arity.
EE IR I Sk S S I S S S I O R R R Rk S S Sk S O R R S Ik S I S R R Sk I O
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The Mcrogrid Control System (MCS) nust be provided with a nodul ar
architecture to facilitate future expandability and scalability. This
includes the ability to integrate additional DER |oads, and contro
al gorithms without requiring a conplete system over haul

Provi de MCS hardware conponents, including controllers, sensors, and
Human- Machine Interface (HM) devices, such that the systemis readily
scal abl e by addition of supplenental conmponents. Provide the conplete MCS
systemto acconmodat e additional hardware through nodul ar expansion units
or through software updates. Software updated nust be via [automatic][ or
][manual] installation [only ]Jto i nprove system perfornmance, security, and
to add new features. Al systens capabl e of upgrade must include a
rol | back feature, capable of reverting to previous software versions [in
case of update failures]. Provide a manual override function avail able

t hrough t he Human- Machine Interface (HM) to [enabl e][di sabl e] system
expandability features during specific scenarios.

[ Provide an MCS capabl e of integrating new DERs, including but not limted
to [solar PV][w nd turbines][fuel cells][battery storage]][diesel
generators], in a plug-and-play manner. The system nust automatically
recogni ze and configure new DERs based on pre-defined or user-configured
tenpl ates. ]

[ The system nust allow for the addition of new | oads, both critical and
non-critical, w thout requiring significant reconfiguration of the

exi sting | oad managenent al gorithns. New | oads nmust be categorized into
existing priority levels or new |l evels as defined by the user.]

[ The MCS nmust support the integration of new control algorithns or updates
to existing algorithnms. This includes

[determ nistic][adaptive][rul e-based][machi ne | earni ng-based] al gorithns
for | oad sheddi ng, DER optim zation, and other control functions.]

[ Provi de an MCS system conpatible with standard communi cati on protocols

such as [ Modbus] [DNP3][| EC 61850][ OPC UA] to ensure seam ess integration
wi th new equi pnent and systenms. Any updates or changes to conmuni cation

protocol s nust be executed w thout disrupting ongoing operations.]

.1.3.9 Real -tinme Data Export

The Mcrogrid Control System (MCS) nust be capable of feeding real-tine
data to designated engi neering analysis tools centralized within the SCADA
system The data required to be available includes, but is not linmted to,
system status, DER performance netrics, load profiles, and fault events.
Design the MCS to support standard data exchange protocols such as [OPC
UA] [ Modbus] [ DNP3] for seam ess integration with the analysis tools.

.1.3.10 Bi -Directional 'Blinkless' Transitions

Provi de MCS capability to execute bi-directional "blinkless" transitions
bet ween grid-connected and isl anded operational nodes. Transitions are to
be conpleted within a time w ndow not exceeding [50 ns][100 ns][200 mns],

t hereby ensuring zero interruption to critical and sensitive | oads.

The MCS nust enpl oy advanced control algorithns to nmanage the rapid

di sconnecti on and reconnecti on processes. These algorithns nust utilize
real -time neasurenments of voltage, frequency, and phase angle to achieve
seanm ess transitions. Incorporate [phase-I|ocking techniques][frequency
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mat chi ng techni ques] [ bot h phase-1ocking and frequency natching techni ques]
to synchronize the mcrogrid' s electrical paraneters with those of the
utility grid or the islanded DERs.

During the transition, the MCS nust nanage the ranp rates of DER to avoid
sudden changes in output that coul d destabilize the system The ranp rates
are to be configurable and nmust not exceed [2%[5% [ 10% of the rated
power per second.

Provi de a nmanual override function to be accessible through the
Human- Machine Interface (HM) to [enabl e][di sable] the autonated
transition process. This function nmust be password-protected and
accessi ble only to authorized personnel

Upon successful conpletion of each transition, the MCS nmust |og the event,
capturing key parameters such as transition tine, DERs involved, and any
deviations fromset points. Notifications are to be sent to designated
personnel through [email ][SMS][HM alerts].

.1.3.11 Demand Response and Ancillary Services

Provide MCS functionality to be capabl e of executing demand response
actions, [both][ automated][ and ][manual,] to nmodul ate electrical |oad
within the mcrogrid boundary in response to external grid signals or
internal setpoints. The MCS is to be capabl e of receiving demand response
conmands via [ OpenADR 2. 0b][ | EC 61850 GOOSE nessages] .

Provi de MCS capabilities including:

a. Load curtailnment: Inplenenting pre-configured |oad sheddi ng schenes to
reduce el ectrical consunption upon receiving a denand response signal.]

b. Load shifting: Tenporally reallocating non-critical |oads to off-peak
hours. ]

c. Frequency Regul ation: Continuously adjust DER output to nmaintain
system frequency within [0.1][0.2] Hz of the nom nal frequency.]

d. Voltage Support: Control reactive power output of DERs to maintain bus
voltage within [1%4[2% of nom nal voltage |evels.]

.1.3.12 I sl and-node Bl ack Start Capability

The Mcrogrid has been designed with the capability for [operator
initiated][ and] [MCS automatic initiation] of a black start in

i sl and-node operation to restore power to critical and essential loads in
t he absence of external grid power. The MCS is to coordinate the black
start process with designated DDERs capabl e of self-starting w thout
external electrical supply. These DERs include [battery energy storage
systens][fuel cells][diesel generators][gas turbines].

Provi de MCS capabl e of enpl oyi ng advanced control algorithms to manage
vol tage and frequency during the black start process. These al gorithns
nust be capable of stabilizing the microgrid within [30 seconds][1
mnute][2 mnutes] fromthe initiation of the black start. Voltage and
frequency nust be maintained within [+1%[+3%[+5% of nomninal val ues
during the entire black start process.

Provi de a manual override function to be accessible through the
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Human- Machine Interface (HM) to [enable][disable] the automated bl ack
start process. This function nust be password-protected and accessible
only to authorized personnel .

The MCS must be tested to validate its black start capability under
various |oad and DER conditions. Select the testing to be in accordance
with this specification and [| EEE 1547][| EEE 2030. 8] [ both | EEE 1547 and
| EEE 2030. 8] standards.

.1.3.13 Control System Resilience and Redundancy

Integrate resiliency and redundancy to within the MCS control algorithms
and conponents to ensure uninterrupted operation under various failure
scenari os. The system nust be designed for maximumreliability, safety and
integrity while maintaining an availability of [99.9%][99.99%][99.999% or
better. Notifications rmust be sent to designated personnel through
[emai ][ SMS][HM al erts] upon the activation of any redundancy or fail over
nmechani sns.

Provide the MCS such that fault tolerance is inplenmented at nultiple

| evel s, including but not Iimted to, hardware, software, and network
conmuni cati on. Hardware components such as controllers, data acquisition
systens, and communi cati on devices are to be configured in a redundant
setup. Provide architecture supporting hot-swappabl e conponents and
capabl e of automatic failover within [100 ns][200 ns] [ 500 mns].

[ Redundant conmuni cati on paths are to be established using [ring

t opol ogy] [ star topol ogy] [ nmesh topology]. In case of a conmunication |ink
failure, the systemis to reroute data through an alternate path within
[10 me][20 nB][50 n8]. ][Data integrity nust be maintained through the use
of [checksums][hash functions][both checksuns and hash functions]. Mrror
real -tinme data in [dual][triple] redundant databases to prevent data
loss.]integrity must be mmintained through the use of [checksuns][hash
functions][both checksunms and hash functions]. Real-tinme data is to be
mrrored in [dual][triple] redundant databases to prevent data | oss.

.1.3.14 Qperational Mdde Prioritization

Provide within the MCS, the ability to prioritize between efficient and
resilient operational nodes. The prioritization is to consider the
installation |ocation, mssion requirenents, and other external factors.
Prioritize operational nbdes based on a hierarchy that aligns with m ssion
obj ectives and operational constraints. This prioritization is to be
configurabl e and adaptable to real-tinme conditions.

.1.3.15 Conmuni cation with Protection System

Provi de capability within MCS to maintain real-tine communi cation with the
protection system |t nmust be capable of sending and receiving signals
related to fault detection, isolation, and systemrestoration. Establish
seam ess and secure conmuni cati on between the MCS and the protection
system This comunication is to be in real-time and adhere to

i ndustry-standard protocols such as | EC 61850, DNP3, or Mddbus. The chosen
protocol must support [unidirectional][bidirectional] data flow and be
capabl e of transmitting both anal og and digital signals.

Upon detection of a fault condition by the protection system inmediate

notification nust be sent to the MCS. Subsequently, the MCS nust execute
pre-configured actions such as | oad sheddi ng, DER reconfiguration, or node
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transition. Al events detected by the protection systemthat result in a
change of state or action by the MCS nust be | ogged.

[In the event of a conmunication failure between the MCS and the
protection system automatically activate a backup comruni cati on channel
Thi s backup channel nust be tested periodically to ensure its
functionality.]

1.4 Mcrogrid Control System Multi-Level Architecture

This section outlines the multi-level logic architecture of the Mcrogrid
Control System (MCS), detailing the various control |evels, interface
conponents, and external comruni cation connections. The MCS is structured
into primary, secondary, and tertiary control |evels, each with distinct
functionalities and responsibilities. The interaction of these |ogic
functions with the mcrogrid forns the basis of the MCS state control and
sequences of operation and control

.1.4.1 MCS Primary Control (Hi gh-Speed Conmuni cati ons)

.1.4.1.1 Power Fl ow Managemnent

Responsi ble for real-tine control of power flows within the nicrogrid,
ensuring stability and reliability.

.1.4.1.2 Fault Detection & Isolation

Detects and isolates faults within the nmicrogrid to prevent cascadi ng
fail ures.

.1.4.1.3 Qperational Safety

Ensures the safe operation of all mcrogrid conponents, including
adherence to safety protocols and standards.

.1.4.1.4 Uility Requests

Handl es requests fromthe utility for |oad shedding, curtailment, or other
grid-supportive actions requiring i medi ate response.

.1.4.1.5 State Transiti on Managenent

Manages the transitions between different operational states of the
m crogrid.

.1.4.1.6 Emer gency Response

Coordi nates actions during energency situations, such as natural disasters
or equi pnent fail ures.

.1.4.2 Low Speed Comuni cations and Control - Secondary Contro
.1.4.2.1 Load Sheddi ng
Manages the disconnection of non-essential |oads during peak demand,

during faults, or for island-node endurance in accordance with sequences
of control
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2.1.4.2.2 Econoni ¢ Di spatch

Near real-time optimzation through the dispatch of generation resources
to nmeet denmand at the | owest cost.

2.1.4.2.3 Reactive Control

Manages the reactive power in the systemto naintain voltage levels within
specified limts.

2.1.4.2.4 Load Shapi ng
Controls load patterns to optim ze energy usage and costs.

2.1.4.2.5 Vol t age Contr ol
Mai ntains the voltage levels within the mcrogrid at optinmal |evels by
di recting di spatchabl e generation, reactive power capable DERs, and

sheddi ng of | oads.

2.1.4.3 Low Speed Comuni cations and Control - Tertiary Contro
(optim zation)

2.1.4.3.1 Energy Optinmi zation

Optim zes the energy resources to reduce costs and eni ssions, optimze

renewabl e energy utilization, and ensure systemresilience, through

optim zing storage chargi ng/di schargi ng schedul es, demand response, and

predictive optim zati on based on econom c or weather forecasts.
2.1.4.3.2 Gid Interaction

Manages the interactions between the mcrogrid and the main grid.
2.1.4.3.3 Demand Response

Coordi nates with external systens for demand response events.
2.1.4.3.4 Fuel Managenent

Optim zes fuel usage anobng di spatchabl e generation resources.
2.1.4.3.5 Curtail nent Requests

Handl es requests for renewabl e energy curtail ment.

2.1.4.3.6 HM & Visualization

Provi des human- nachi ne interface capabilities for nonitoring and control
Provi des access to real-time and historical data.

2.1.4.3.7 Real -tine Anal ytics
Perforns real -tinme analysis of nmicrogrid perfornmance netrics.
2.1.4.3.8 Renewabl e Energy Forecasting

Predicts the availability of renewabl e energy resources.
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2.1.4.4 MCS Physi cal Interface Level
2.1.4.4.1 DER Fi r ewal

Provi des cybersecurity neasures to protect the MCS and i nterconnected
syst ens.

2.1.4.4.2 Dat a Concentrators

Aggregates data fromnultiple sources such as renmote DERs for anal ysis and
control .

2.1.4.4.3 Pr ot ocol Converter

Converts comuni cation protocols to ensure interoperability anmong
di fferent devices and systens.

2.1.4.5 MCS Connection to External Conmunications Systens
2.1.4.5.1 UMCS

Uility Managenent Control Systemprimarily for HVAC system control
ener gy managenment, and denmand response coordi nation

2.1.4.5.2 SCADA

Supervi sory Control and Data Acquisition systemfor real-tine nonitoring
and control

2.1.4.5.3 External Gid Operator

Coordinates with the larger grid for inport/export of power and other grid
servi ces.

2.1.4.5.4 Di stributed Energy Resource Managenent System ( DERVS)
Manages the distributed energy resources within the nicrogrid.
2.1.4.6 Protection & Metering Interfaced with MCS

2.1.4.6.1 Renote /0O

EE R R R S I R R I R I R I R S R R R R S R R I R R R R R S R R R O

NOTE: Sel ect the design option where renpote
monitoring is permtted. Segregation of control and
renote nonitoring prevents attacks paths to the

m crogrid control [oop fromrenmote nmonitoring
stations if control is not nandatory.

EE R I R R S I R R I R I R I R S R R R O S I R R R R R S R R S R R R

Renot e i nput/output nodul es for data acquisition and control. [For renote
noni t ori ng purposes an out-of -bounds nonitoring rmust be installed
physically isolated fromthe control | oop netering.]

2.1.4.6.2 Meters, PQV

Power Quality Meters for monitoring voltage, current, and other electrica
par anmet ers.
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.1.4.6.3 Protective Rel ays

Devi ces that detect faults and trigger circuit breakers.

.1.4.7 M crogrid Assets Controlled by MCS

.1.4.7.1 External Gid PCC

Poi nt of Common Coupling with the external grid.

.1.4.7.2 Gid-Form ng DER(S)

DERs capable of forming a grid. Typically, firmgeneration assets.
.1.4.7.3 Gi d- Fol | owi ng DER(S)

Di stributed Energy Resources that follow the grid. Typically,
i nverter-based assets.

.1.4.7.4 ESS

Energy Storage Systens for storing excess energy.
.1.4.7.5 Di spat chabl e Load(s)

Loads that can be controlled or shed as needed.
.1.4.7.6 Control | abl e Load(s)

Loads that can be nodul ated or shifted for denmand response or other grid
servi ces.

Operational States and State Sequences of Control (Control Al gorithnmns)
Provi de MCS capabl e of nanaging the foll owi ng operational states at a

m ni mum For each state, in order to execute the |listed sequences of
control, the MCS is responsible for closed | oop control of the [generating
assets, ][DERs, ][breakers and switches, ][reclosers, ][generation and

| oad di spatch, ][and sending and receiving control signals and data for
external systens].

.1.4.8 State |: Normal Cperation (Gid-Tie Mde, Standby)

In this state, the MCS nust maintain grid-connected operations while on
standby for contingency scenarios. Ensure the systemis prepared for
i Mmediate transition to other operational states as programred or directed.

.1.4.8.1 MCS Primary Control (high-speed)

a. Power Fl ow Managenent: Continuously nonitor and control power flows to
maintain grid stability.

b. Can initiate soft transition to |Island Mdde (SO0 101).

Can initiate Peak Shaving (SOO 101).

Fault Detection & Isolation: Continuously monitor for electrical faults

and be prepared to isolate faulted sections.

e. Can initiate Fault Isolation (SO0 002).

Operational Safety: Ensure all safety protocols are active and

oper at i onal

g. Can initiate Energency Shutdown (SCO 003).

h. UWility Requests: Standby to receive and act upon utility requests for

o0

—h
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grid services.
i. Can trigger Demand Response (SO0 004).
j. Can initiate Gid Support Services (SO0 102).
k. State Transition Managenent: Maintain readi ness for state transitions
based on system conditions or external comrands.
Responsi bl e for executing all state transitions (SO0 001).
Responsi ble for initiating Blackout Response (SOO 006)
Al l owabl e State Transition Sequence: Gid-Tie to Island Form ng
(SO0 1x2)
0. Allowable State Transition Sequence: Gid-Tie to Testing (SO0 1x6)
Al lowabl e State Transition Sequence: Gid-Tie to Blackout (SOO 1x3)
Enmer gency Response: Standby for energency response activation
i ncludi ng natural disasters or equipnent failures.
Can initiate Enmergency Response Protocol (SO0 005).
s. Can initiate Comunications Fail ure Response (SO0 007)

23

0 T

-

.1.4.8.2 MCS Secondary Control (| ow speed)

a. Load Sheddi ng: Monitor |oad | evels and be prepared for non-essenti al
| oad sheddi ng.

b. Can initiate Gid-tied Load Sheddi ng Protocol (SO0 103).

c. Can initiate Peak Shaving (SOO 104).

d. Economic Dispatch: Maintain an optim zed di spatch schedul e for
generation resources.

e. Reactive Control: Monitor reactive power |evels and control VAR
conpensati on devi ces.

f. Load Shapi ng: Mnitor and control |oad patterns for optiml energy
usage.

g. Voltage Control: Mnitor and maintain voltage |evels within specified
limts.

h. Can initiate Voltage Regul ati on (SO0 105).

.1.4.8.3 MCS Tertiary Control (long-termoptim zation)

a. Energy Optimzation: Standby to optinize energy resources based on
predictive al gorithns.

b. Can trigger Energy Optinization Protocol (SO0 106).

c. Gid Interaction: Mnitor the status of the main grid and be prepared
for transitions.

d. Can initiate Gid Support Services (SO0 102).

e. Demand Response: Standby for demand response events fromthe utility or
ot her external systens.

f. Can initiate Demand Response (SO0 108).

g. Fuel Managenent: Mnitor fuel |evels for dispatchable generators.

h. Curtail nent Requests: Standby to receive and act upon renewabl e energy
curtail ment requests.

i. Can initiate Renewabl e Curtail nent (SCO 109).

j. HM & Visualization: Ensure real-tinme and historical data are avail able
for nonitoring.

k. Performreal-tine analytics for system performance.

. Provide Renewabl e Energy Forecasting: Standby with updated renewabl e
energy forecasts.

.1.4.8.4 MCS Physi cal Interface Level
a. DER Firewal | : Ensure cybersecurity neasures are active.
b. Data Concentrators: Aggregate data from DERs for system anal ysis.

c. Protocol Converter: Ensure all communication protocols are operationa
for device interoperability.
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2. 1.

4.8.5 MCS Connection to External Conmunications Systens

a. UMCS: Standby for HVAC control and energy managenent commands.
b. Can trigger HVAC Optim zation (SO0 110).
c. SCADA: Ensure real-time data is being sent to and received fromthe
SCADA system
d. External Gid Operator: Standby for conmands or data exchange with the
external grid operator
e. DERMS: Ensure DERs are being managed according to set paraneters.
2.1.4.8.6 Protection & Metering Interfaced with MCS
a. Renote 1/ G Ensure data acquisition and control signals are operational
b. Meters, PQM Continuously nonitor power quality paraneters.
c. Protective Relays: Mnitor status for connected protective rel ays;
ensure they remain operational and ready to act upon fault
condi tions.
d. Can initiate Fault Isolation (SO0 003).
2.1.4.8.7 Mcrogrid Assets Controlled by MCS
a. External Gid PCC. Mnitor the point of comon coupling with the
external grid for any anonalies.
b. Gid-Formng DER(s): Ensure grid-forning DERs are operational and
synchroni zed
c. Gid-Followi ng DER(s): Ensure grid-followi ng DERs are operational and
synchroni zed.
d. ESS: Mnitor the state of charge and health of energy storage systens.
e. Can initiate Energy Storage Dispatch (SO0 006).
f. Dispatchable Load(s): Ensure dispatchable |oads are controllable and
noni tor their status.
g. Controllable Load(s): Mnitor and control controllable |oads for demand
response or other grid services.
h. Can be part of Demand Response (SO0 004).
2.1.4.9 State 2: Isolation fromExternal Uility (Islanding; Transient
State)

Upon detection of an external utility failure or other triggering events,
the MCS nmust initiate the transition to islanding node. Breakers or

recl osers at the point(s) of conmon coupling (PCCs) nust be opened, and
syst em boundari es established.

2.1

a.

.4.9.1 MCS Primary Control (high-speed)

Power Fl ow Management: Responsible for real-tine control of power flows
within the islanded mcrogrid, ensuring stability and reliability.
Tenporarily suspends non-urgent control actions; focuses on
stabilizing power flows during the transition

Initiates Black Start Protocol (SO0 201)

Fault Detection & Isolation: Detects and isolates faults within the
i slanded microgrid to prevent cascading failures.

Operational Safety: Validates safety protocols specific to the
transition to island node.

Uility Requests: Suspends handling of new utility requests; maintains
ongoi ng actions.

State Transition Managenent: Actively nanages the transition to island
node.

Conpl et es ongoi ng state transitions (SO0 001).
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Al lowabl e State Transition Sequence: Islanding to M5 Formation
(SO0 2x3) .

Emer gency Response: Continues to nonitor for energency situations that
may arise during the transition. Coordi nates actions during emergency
situations specific to the islanded state.

.4.9.2 MCS Secondary Control (| ow speed)

Load Shedding: Prepares for potential |oad sheddi ng; suspends
non- urgent sheddi ng actions. [Mnages the di sconnection of
non- essential |oads for island-npbde endurance.]

Initiates Island Load Sheddi ng (SO0 202) to maintain stability of
mrogrid system

Econoni ¢ Di spatch: Tenporarily suspends optinization

Reactive Control: Manages the reactive power in the islanded systemto
mai ntai n vol tage | evel s.

Load Shapi ng: Suspends | oad shaping activities.

Vol tage Control: Prepares for voltage control in island node; suspends
non-urgent actions. Maintains the voltage levels within the islanded
mcrogrid by directing dispatchable generation and reactive power
capabl e DERs.

Initiates Generation Synchronization (SO0 203).

2.

1

oo

o

O T

oo

4.9.3 MCS Tertiary Control (long-termoptimn zation)

Energy Optim zation: Suspends long-termoptim zation activities.

Gid Interaction: Prepares for disconnection fromthe main grid.

Demand Response: Suspends new demand response events; naintains ongoi ng
events.

Fuel Managenent: Pauses economnmic fuel optimnization actions.

Curtail nent Requests: Suspends new curtail ment requests; maintains
ongoi ng curtail ments.

4.9.4 MCS Physi cal Interface Level

DER Firewal | : Maintains current cybersecurity neasures; prepares for
i sl and-speci fic neasures.

Data Concentrators: No functional change.

Prot ocol Converter: No functional change.

.4.9.5 MCS Connection to External Communications Systens

UMCS: Suspends new HVAC control actions; naintains ongoing actions.
SCADA: Prepares for island-npde operation; naintains essential
real -time data exchange.

.4.9.6 Protection & Metering Interfaced with MCS

Renote |/ O Maintains essential data acquisition; suspends non-urgent
control signals.

Meters, PQWt Focuses on essential power quality paraneters; suspends
det ai |l ed nonitoring.

Protective Relays: Miintains current operational status; prepares for
i sl and-specific settings.

.4.9.7 Mcrogrid Assets Controlled by MCS

External Gid PCC. Mnitors for safe di sconnection; prepares for island
node. Monitors for reconnection readiness.
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b. Gid-Formng DER(s): Prepares for grid-form ng operations; provides
synchroni zati on coordi nati on for connected DERs.

c. id-Follow ng DER(s): Suspends new actions; maintains current
operational status for soft transition. [Directs grid-foll owi ng DERs
of fline for black start]

d. ESS: Prepares for island-node dispatch; nmaintains current state of
char ge.

e. Dispatchabl e Load(s): Prepares for potential shedding or control
mai ntai ns current status based on | oad form ng | ogic.

f. Controllable Load(s): Suspends new control actions; maintains current
operational status based on | oad shedding | ogic.

.1.4.10 State 3: Mcrogrid Formation (Soft Transition or Black Start)

In the event of unplanned grid failure with no energi zed generation
resources, the MCS nust initiate a black start. Initialize the system
process to synchronize all resources uniformy to a defined reference
frequency.

.1.4.10.1 MCS Primary Control (high-speed)

a. Power Fl ow Managenent: Finalizes transition to island node; ensures
stabl e power fl ows.

b. Initiates Soft Transition Conpletion (SOO 301)
or Black Start Conpletion (SOO 302) as applicable.

c. Fault Detection & |Isolation: Resumes full fault detection and isolation
capabilities.

d. Operational Safety: Validates and enforces island-node safety protocols.
e. Uility Requests: Resunes handling of utility requests in island node.
If Island node entered at utility request, nonitors for change in

state of request.

f. State Transition Managenent: Confirns successful transition to island
node.

g. Can initiate State Transition to Island Mdde (SO0 001).

h. Allowable State Transition Sequence: MG Formation to |Island Mde
( SCO- 3x4)

i. Allowable State Transition Sequence: MG Formation to Gid-Connect
(SO0 3x5) (typically follow ng black start where external grid source
is available.)

j . Emergency Response

.1.4.10.2 MCS Secondary Control (| ow speed)

a. Load Sheddi ng: Resunes normal | oad shedding protocols specific to
i sl and node.

b. Initiates Island Load Confirmation (SO0 303).

c. Economi c Dispatch: Resumes econom c di spatch optim zed for island node.

d. Reactive Control: Resunes full reactive power control

e. Load Shaping: Resunes |oad shaping activities optimzed for island node.

f. Voltage Control: Resunes full voltage control capabilities.

g. Initiates Island Voltage Stabilization (SOO 304).

.1.4.10.3 MCS Tertiary Control (long-termoptim zation)

a. Energy Optim zation: Resunes long-termoptinization activities specific
to island node.

b. Gid Interaction: Mnitors for potential reconnection to the main grid.

c. Demand Response: Resumes denand response activities optinized for

i sl and node.
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Fuel Managenent: Resunes fuel optimzation activities.

e. Curtailment Requests: Resunmes handling of curtail nment requests in
i sl and node.
2.1.4.10.4 MCS Physi cal Interface Level
a. ER Firewall: Activates island-specific cybersecurity neasures.
b. Data Concentrators: Resunes full data aggregation capabilities.
c. Protocol Converter: Activates island-specific comrunication protocols.
2.1.4.10.5 MCS Connection to External Communications Systens
a. UMCS: Resunes full HVAC control and energy nanagenent activities.
b. SCADA: Resunes full real-tinme data exchange capabilities.
2.1.4.10.6 Protection & Metering Interfaced with MCS
a. Renote 1/O Resunes full data acquisition and control capabilities.
b. Meters, PQM Resunes full nonitoring of power quality paraneters.
c. Protective Relays: Activates island-specific settings and resunes ful
operational status.
2.1.4.10.7 M crogrid Assets Controlled by MCS
a. External Gid PCC. Confirms successful disconnection and nonitors for
reconnection criteria.
b. Gid-Formng DER(s): Confirms successful transition to grid-form ng
operations.
c. id-Follow ng DER(s): Resunes normal operations in island node.
d. ESS: Confirnms state of charge and resunes normal dispatch activities.
e. Dispatchabl e Load(s): Resumes full controllability.
f. Controllable Load(s): Resunes nornmal control activities optimzed for
i sl and node.
2.1.4.11 State 4: Islanded Operation (Optinized OQperation for Resilience
and Endurance)
Once full load is served, the MCS nust optim ze operation by managi ng | oad

factors of paralleled generation, paralleling inverter-based generation
devi ces, and sheddi ng discretionary | oads to increase system endurance.

2.1

o

I «Q 0 Q

—

.4.11.1 MCS Primary Control (high-speed)

Power Fl ow Managenent: Maintains stable power flows within the islanded
m crogrid.

Initiates Load Bal anci ng (SOO 401).

Fault Detection & Isolation: Continuously monitors for electrica
faults and isolates faulted sections.

Initiates Island Fault I|solation (SO0 402).

Operational Safety: Enforces island-node safety protocols.
Uility Requests: Not applicable in island node.

State Transition Managenent: Monitors conditions for potenti al
reconnection to the main grid.

Initiates Reconnection Pre-check (SO0 403).

Al l owabl e State Transition Sequence: |sland Mbde to Gid Connect
( SO0 4x5)

Emer gency Response: Mintains readi ness for emergency scenari 0s
specific to island node.
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2.1.4.11.2 MCS Secondary Control (| ow speed)
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Load Sheddi ng: Manages | oad sheddi ng specific to island node.

Initiates Island Load Sheddi ng (SCO 404).

Econoni ¢ Di spatch: Optim zes di spatch of generation resources within
the island.

Reactive Control: Manages reactive power to naintain voltage |evels.

Load Shaping: Controls |oad patterns to optinize energy usage in island
node.

Vol tage Control: Miintains voltage levels within specified limts.

Initiates Island Voltage Regul ati on (SO0 405).

.4.11.3 MCS Tertiary Control (long-termoptimnm zation)

Energy Optim zation: Optimzes energy resources based on i sl and-node
constraints.

Initiates Island Energy Optim zation (SO0 406).

Gid Interaction: Not applicable in island node.

Denmand Response: Manages demand response events within the island.

Initiates |Island Denand Response (SOO 407).

Fuel Management: Optim zes fuel usage anobng di spatchabl e generation
resour ces.

Initiates Island Fuel Managenent (SOO 408).

Curtail nent Requests: Manages renewabl e energy curtailnent within the
i sl and.

Initiates |Island Renewabl e Curtail nent (SO0 409).

.4.11. 4 2.1.6.11. 4 MCS Physical Interface Level

DER Firewal | : Mintains island-specific cybersecurity neasures.

Dat a Concentrators: Aggregates data for island-npde anal ysis and
control .

Prot ocol Converter: Mintains island-specific comunication protocols.

.4.11.5 MCS Connection to External Comrunications Systens

UMCS: Manages HVAC and energy in island node.
SCADA: Ensures real -tine data exchange within the island.

.4.11.6 Protection & Metering Interfaced with MCS

Renote |/ O Miintains data acquisition and control signals.

Meters, PQWMt Continuously nonitors power quality paraneters in island
node.

Protective Relays: Qperates with island-specific settings.

.4.11.7 M crogrid Assets Controlled by MCS

External Gid PCC. Mnitors for reconnection criteria to the nmain grid.
Grid-Formng DER(s): Qperates to naintain grid stability.
Gid-Following DER(s): Follows the grid-formng DERs.

ESS: Manages state of charge and dispatch activities.

Di spat chabl e Load(s): Manages controllability based on island-node
requi renents.

Control | abl e Load(s): Manages control activities specific to island
node.
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2.1.4.12 State 5: Re-Synchronization Back to External Uility (Soft
Transition Only; Transient State)

Upon detecting the return of stable utility power, the MCS must wait for a
predefined period to confirmutility stability before initiating a soft
transiti on back to comercial power.

2.1

a.

@

x— o

o

.4.12.1 MCS Primary Control (high-speed)

Power Fl ow Managenent: Prepares the systemfor reconnection by aligning
vol t age, frequency, and phase.

Initiates Reconnection Pre-check (SO0 501).

Fault Detection & Isolation: Ensures no faults exist that would prevent
reconnecti on.

Initiates Reconnection Safety Check (SO0 502).

Qperational Safety: Validates that all safety protocols for
reconnection are net.

Initiates Safety Confirmation (SOO 503).

Uility Requests: Awaits clearance fromthe utility for reconnection.

State Transiti on Managenent: Executes the reconnection sequence.

Initiates Reconnection Sequence (SO0 504).

Al lowabl e State Transition Sequence: Re-sync to Gid-Tie Mde (SO0 5x1)

Al l owabl e State Transition Sequence: Re-sync to |Island Mbde (SOO 5x4)
(upon resync failure)

Enmer gency Response: Stands by for any energency scenarios during
reconnecti on.

.4.12.2 MCS Secondary Control (| ow speed)

Load Sheddi ng: Prepares for potential |oad adjustnents upon
reconnecti on.
Econoni ¢ Dispatch: Plans for dispatch adjustnents that occur
post - reconnecti on.
Reactive Control: Prepares reactive power conpensation for reconnection.
Load Shaping: Plans for |oad adjustments upon reconnecti on.
Vol tage Control: Aligns voltage |evels for reconnection.

.4.12.3 MCS Tertiary Control (long-termoptimnm zation)

Energy Optim zation: Plans for energy resource adjustments
post - r econnecti on.
Gid Interaction: Prepares for interactions with the main grid
post - r econnecti on.
Demand Response: Prepares for potential denand response events
post - reconnecti on.
Fuel Managenment: Plans for fuel usage adjustnents post-reconnection.

.4.12. 4 MCS Physi cal Interface Level

DER Firewal | : Validates cybersecurity protocols for reconnection.

Dat a Concentrators: Aggregates data for reconnection anal ysis and
control .

Prot ocol Converter: Validates comrunication protocols for reconnection.

.4.12.5 MCS Connection to External Conmunications Systens

UMCS: Prepares for HVAC and energy managenent post-reconnection.
SCADA: Val idates real -time data exchange capabilities for
post -reconnecti on.
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2.1.4.12.6 Protection & Metering Interfaced with MCS

a. Remote 1/ G Validates data acquisition and control signals for
reconnecti on.

Meters, PQWMt Validates power quality paraneters for reconnection
Protective Relays: Validates settings for reconnection.

O T

2.1.4.12.7 M crogrid Assets Controlled by MCS

External Gid PCC. Validates criteria for reconnection to the main grid.
Grid-Formng DER(s): Prepares for transition to grid-follow ng node.
Grid-Following DER(s): Prepares for synchronization with the main grid.
ESS. Prepares for state of charge and dispatch activities

post - reconnecti on.

e. Dispatchable Load(s): Prepares for controllability adjustments

post - reconnecti on.

f. Controllable Load(s): Prepares for control activities post-reconnection

OO0 TOD

2.1.4.13 State 6: Testing and Diagnostic State

Thi s nmode supports regularly schedul ed | oaded testing, device testing, and
t roubl eshooti ng. The MCS nmust be capable of transitioning to this state
for diagnostic and testing purposes. Individual conponents may be taken

out of service for testing as operations and safety procedures all ow
Protective functions nust never be permitted to be taken out of service
whil e the devices remain energi zed without a local failsafe controller. At
a mnimm testing state nust provide for testing of mcrogrid contro
system conponents and functions without interruption to regular operations.

[Loaded Testing: __ ]
[Device Testing: __ ]
[Isolation Testing: ]

2.1.5 M crogrid Control System Sequences of Contro

This section outlines the Sequences of Control (SCCs) that govern the
behavi or of the Mcrogrid Control System (MCS) under various conditions
and operational states. The sequences of control defined are included to
conmuni cate design intent for functionality and operation and do not
explicitly cover each interaction of grid components, features of the
necessary comuni cation, timng required, or the neans of executing the
functions descri bed.

The SOCs are categorized based on their function and the operational state
fromwhich they are typically initiated:

a. Sequences beginning with '0" (e.g., SOC-001, SOC-002, etc.): These are
general sequences that typically nay be executed from any operationa
state.

b. Sequences with a | eading nurmeral '1-6' (e.g., SOC- 102, SOC-203, etc.):
These sequences are typically initiated fromthe operational state
represented by the | eading nuneral. For exanple, SOC 102 woul d
generally be initiated fromoperational state '1', Nornmal Gid-Tie
Qper ati on.

c. Sequences with an 'x' in the second position (e.g., SOC 1x2, SOC 2x1,
etc.) are state transition sequences, guiding the system from one
operational state to another in a controlled manner
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2.1.5.1 SOC-001: State Transition

A macro sequence of operation; the Mcrogrid Control System (MCS)
transiti ons between various operational states such as grid-connected,
i sl anded, and testing nodes as outlined above. The transition logic is
based on real -tinme data and pre-defined conditions. The MCS nust be
capabl e of execute the state transitions based on [nanual operator

i nput][automated | ogic][pre-set schedul es].

2.1.5.2 SOC-002: Fault Isolation

In this sequence, the Mcrogrid Control System (MCS) transitions between
various operational states such as grid-connected, islanded, and energency
nodes. The transition logic is based on real-tine data and pre-defined
conditions. The MCS nust execute this sequence based on [ manual operator

i nput][automated | ogic][pre-set schedul es].

2.1.5.3 SOC- 003: Energency Shut down

In extrene conditions requiring i mediate shutdown, the MCS nust execute a
control | ed shutdown sequence to protect both hardware and personnel. This
i ncl udes [di sconnecting non-essential |oads][shutting down generation
units][activating emergency response protocol s].

2.1.5.4 SOC- 004: Demand Response

The MCS nmust adjust generation and load profiles in real-time to neet
demand- si de nanagenent objectives. This could be triggered by [utility
si gnal s] [ peak pricing periods][mnual operator input].

2.1.5.5 SOC- 005: (External) Energency Response

In the event of an emergency such as a natural disaster, the MCS nust
switch to a pre-defined energency response node. This involves
[prioritizing critical loads, J[prioritizing island node endurance,
]J[isolating faulted or inpacted system conmponents, J[utilizing generation
sources to neet mssion requirenments, ]| ].

2.1.5.6 SOC- 006: Bl ackout Response

In this sequence of operation, the microgrid has been subjected to a

pl anned or unplanned utility outage and |l oss of utility power.
[Imrediately after the loss of utility,][The MCS nust wait for a delay of
[ ] seconds for the return of a stable utility source, after which]
the MCS must [automatically] begin the Black-Start Mcrogrid Formation
Sequence of QOperation.

2.1.5.7 SOC- 007: Comuni cations Fail ure Response
Upon | oss of communication with the central control, the MCS nust switch
to a fail-safe node, maintaining essential services using |ocal contro
logic. This could involve [manual control][pre-Iloaded al gorithns] [l oca
sensor data].

2.1.5.8 SOC-100: Nornal Grid-tie Mbde Stable Qperation
The microgrid is operating in a stable, grid-connected node. The MCS nust

manage the generation assets and |loads to maintain optinmal power quality
and systemefficiency. This involves [real-time nmonitoring][!| oad
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forecasting][reactive power conpensation].

.1.5.9 SOC-101: Soft transition to Island Mde

[ The microgrid systemcontroller nmust not performa seanl ess, |oaded
transition fromgrid-connected to island node.][The mcrogrid system
controller will performa seamess transition of [only essential][al
connected] loads fromgrid-connected to island node. Prior to opening the
[switch(es)][recl oser(s)][breaker(s)] at the point of commpn coupling to
transition into island node, all non-essential |oads exceeding the
generation and step capacity of the microgrid firm power generation assets
nmust be shed.]

May be initiated by the nonitoring losing faith in the connected externa
grid; parameters outside | EEE 1547.8 requirenments for anti-islanding,
m ni mum vol t age ride-through, under and over-voltage trip tine.

.1.5.10 SOC-102: Gid Support Services

During this Sequence of Qperation (SOC), the Mcrogrid Control System
(MCS) actively engages in supporting the stability and reliability of the
connected utility grid. The MCS rmust [continuously nonitor][periodically
scan] grid paranmeters such as frequency, voltage, and phase angle. Based
on real -tinme analytics and pre-defined setpoints, the MCS nust
[autonatical |y adjust][request operator confirmation to adjust] the output
of grid-forming DERs to provide ancillary services. These services include
[frequency regul ation, ][voltage support, ][ reactive power conpensation
][ and denmand response]. [The MCS may al so engage in [denand
response][energy arbitrage][frequency regulation] [as directed by an

ext ernal DERMS] [ based on real-time grid conditions].]

[a. Frequency Regul ation: The MCS nust [autonatically][manual ly] adjust
the output of grid-forning DERs to naintain grid frequency within
specified limts.]

[b. Voltage Support: Uilizing advanced control algorithms, the MCS must
[dynanmical |y adjust][maintain] the reactive power output of DERs to
support grid voltage |evels.]

[c. Reactive Power Conpensation: The MCS nust [automatically
conpensat e] [ provi de options to human operator for conpensating] reactive
power inbalances in the grid by controlling the VAR output of DERs.]

[d. Demand Response: Upon receiving signals or setpoints fromthe utility
or an authorized entity, the MCS nust execute pre-defined | oad sheddi ng or
| oad shifting strategies.]

.1.5.11 SOC-103: Gid-tied Load Sheddi ng

When the main grid is under stress, the MCS nust execute a | oad-sheddi ng
sequence to alleviate the strain by [prioritizing essential |oads,

][ di sconnecting non-essential |oads, ][nodulating grid-parallel
generation, ]] ].

.1.5.12 SOC- 104: Peak Shavi ng
Duri ng peak demand periods, the MCS nust optinize the generation and | oad

profile to minimze peak demand charges by means of [utilizing energy
st or age] [ demand- si de managenent ][l oad shifting].
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2.1.5.13 SOC- 105: Vol tage Regul ation

The MCS is requried to continuously nmonitor the voltage levels within the
m crogrid and exert control and direction for conmponents within the

m crogrid boundary, ensuring the utilization voltage remains within the
accept abl e range defined by | EEE 1547.

2.1.5.14 SOC- 106: Energy Optinization

In this sequence, the MCS nust optimize the energy flow within the
mcrogrid to achi eve maxi mum efficiency and reliability based on [signals
from DERVB external to the MCS, ][real-tinme pricing data, ][historical and
projected |oad profiles, ][renewabl e or di spatchabl e generation
avai l ability].

2.1.5.15 SOC- 108: Demand Response

Upon receiving a utility load shed request, the MCS nust prioritize |oads
based on predefined criteria and execute a sheddi ng sequence to reduce
total system | oad.

As directed by the system|['s participation in Voluntary Protection
Program [operator] [automated | ogic], the MCS begins the process to
transition fromgrid-tied node to island node. Where the islanded
mcrogrid is insufficient to support all connected and powered | oads with
di spat chabl e generation resources and firned renewabl e generation, the
excess | oads are disconnected fromthe distribution systemby the MCS
After stabilization and paralleling of a Gid-form ng asset, the MCS
directs the breaker(s) or recloser(s) at the point of common coupling to
open form ng the boundaries of the mcrogrid. Upon transition, the
mcrogrid control systementers island node operati on and exerts control
over all devices, energy resources, and | oads.

2.1.5.16 SOC-109: Renewabl e Curtail nent

Upon receipt of a renewable curtailnment request fromthe utility, the MCS
nmust adj ust the output of renewabl e generation sources to neet the
requested curtail ment |evels.

2.1.5.17 SCC-110: HVAC Optimi zation

2.1.5.18 SOC-111: Directed Gid D sconnect

As directed by the system|['s participation in Voluntary Protection
Program [operator] [automated | ogic], the MCS begins the process to
transition fromgrid-tied node to island node. Where the islanded
mcrogrid is insufficient to support all connected and powered | oads with
di spat chabl e generation resources and firned renewabl e generation, the
excess | oads are disconnected fromthe distribution systemby the MCS
After stabilization and paralleling of a Gid-form ng asset, the MCS
directs the breaker(s) or recloser(s) at the point of common coupling to
open form ng the boundaries of the mcrogrid. Upon transition, the
mcrogrid control systementers island node operati on and exerts control
over all devices, energy resources, and | oads.

2.1.5.19 SOC-201: Bl ack Start

Typically initiated followi ng a planned or unpl anned outage of the
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external grid, the MCS orchestrates a black start procedure to energize
the mcrogrid. Leveraging black start-capable DER(s), the MCS ensures that
the initial voltage and frequency are within acceptable lints before
permtting additional resources online. The MCS al so validates that the
renewabl e sources, if any, adhere to | EEE 1547 Clause 8 requirenents for
anti-islanding and ride-through capabilities.

.1.5.20 SOC-202: Island Load Sheddi ng

Qperating in Island-form ng state, and upon detecting an inbal ance between
generation and | oad, the systeminmedi ately [engages in | oad sheddi ng
protocol s][ and directs di spatchabl e generation startup or ranp-up].
Priority is given to maintaining power to critical infrastructure, as per
pre-defined | oad hierarchies.

.1.5.21 SOC- 203: Ceneration Synchroni zation

The MCS executes phase alignnent algorithnms to synchronize all active
generators. This ensures cohesive operation and m nin zes phase

i mbal ances. |f renewabl e energy sources are part of the generation mx
their variable output is stabilized to align with other generators.
Qperations are returned to the originating state upon conpletion of this
SCC.

.1.5.22 SOC-301: Soft Transition Conpletion

Transitioning into the "Mcrogrid Formation' state froma Gid-Tie state
the MCS adjusts the microgrid s phase, frequency, and voltage to stabilize
the islanded mcrogrid. This soft transition aims to mnimnmze any

di sruptions to connected | oads during the islanding process.

.1.5.23 SOC-302: Black Start Conpletion

Once a successful black start is achieved, the MCS validates the stability
and readi ness of all connected resources. It then transitions the system
to an 'Islanded Operation' state, ensuring that the mcrogrid is fully
capabl e of supporting the designated critical |oad.

.1.5.24 SOC-400: Island Mbde Stable Operation

In this state the [Diesel generator(s)]] ] operates [in parallel] to
provide the grid-form ng voltage and frequency. During nornmal |sland Mdde
[ excess generation nust be diverted to the ESS][excess generation nmust be
curtailed. The MCS nmust provide direction to curtail production to the
connected DERs][, and the MCS will direct breakers and sw tches supporting
non-essential |oads to open based upon avail abl e generation and | oad
managenment]. The MCS nust direct non-essential |oads be shed where the
demand | oad exceeds the firm generation capacity.

.1.5.25 SOC- 401: Load Bal anci ng

Qperating in Island node, the MCS Uilizes real-tinme data to dynamically
di rect or connect/di sconnect |oads and provide direction to various

di spat chabl e DERs and energy storage systens or connect/di sconnect them
based on their current capacity and efficiency. This sequence is occurring
and repeating.
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2.1.5.26 SOC-402: Island Fault Isolation

Should a fault occur within the islanded nicrogrid, automated fault
detection sequence nmust initiate automatically. The MCS nust isolate the
faulty sections and reroute power to maintain mcrogrid stability,

i ntended on preventing cascading failures and mai ntaini ng support of
critical |oads.

2.1.5.27 SOC- 403: Reconnection Pre-check

Before initiating the reconnection to the main grid, a series of checks
are conducted on both the microgrid and utility source. These include
utility stability analysis for a specified duration, microgrid-to-utility
phase nmat chi ng, voltage matching, and frequency sync. Only after
successful conpletion and eval uati on within acceptable paranmeters, the
MCS is to proceed with the reconnecti on sequence.

2.1.5.28 SOC-404: Island Load Sheddi ng

To prevent overloading of DERs, the MCS is requried to engage autonated
| oad- sheddi ng al gorithms. Non-critical |oads nmust be di sconnected based on
priority levels, ensuring that essential services remain uninterrupted.

2.1.5.29 SOC- 405: Island Vol tage Regul ation

Vol tage | evels are continuously nonitored. |If any deviation fromthe
specified limts is detected, the MCS nmust [activate capacitor banks,
][direct on-load tap changers, ][comrand ESS to charge or di scharge as
reactive power source or sink, ][direct dispatchable or sheddabl e | oads,
]J[and ]J[control reactive power frominverters] to naintain stable voltage
| evel s.

2.1.5.30 SOC-406: Island Energy Optim zation

Begi nning in Island Mbde, the MCS i medi ately assesses the current power
flow, including generation assets, storage status, and load profiles. It
then prioritizes renewabl e energy sources, directing themto operate at
their maxi mum efficiency levels. Concurrently, the MCS adjusts the charge
or discharge rates of Energy Storage Systens (ESS) to either store excess
energy or release stored energy to neet demand. |f renewabl es and ESS are
insufficient, the MCS nmust provide direction to ranmp up dispatchable
generation assets, [gas turbines][ and][ diesel generators][__ ][] to neet
demand. The MCS al so [engages in real-tinme |oad forecasting to anticipate
future energy needs][receives signals from external DERMS based on

real -tinme |oad projection], adjusting generation and storage operations
accordi ngly. Throughout this sequence, the MCS continuously monitors the
state of charge of the ESS and the fuel |evels of dispatchable generators
to ensure long-termendurance to nmeet nission requirenents.

2.1.5.31 SOC-407: |sland Demand Response, Di spatchable Generation &
Consunpti on

The MCS, referencing the defined and progranmed categorization of | oads
into [critical, ][essential, ][and non-essential], and prepares to shed
loads in inverse priority if necessary. Sinmultaneously, the MCS sends
signals to dispatchable | oads and generati on assets, instructing themto
either ranp up or down based on current needs. [Alternatively, it my

i nstruct dispatchabl e generators to increase output.]
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2.1.5.32 SOC- 408: |sland Fuel Managemnent

Fuel levels and consunption rates for non-renewabl e DERs are cl osely
noni tored. Should fuel |evels approach critical limts, the MCS nust
trigger alerts and may switch to alternative sources to maintain power

supply.
2.1.5.33 SOC- 409: |sland Renewabl e Curtail ment

VWhen supply from renewabl e sources exceeds demand, the MCS nust curt ai
t he excess generation. This is crucial for maintaining mcrogrid stability
and preventing potential damage to infrastructure.

2.1.5.34 SOC-501: Reconnection Pre-check

Before initiating the reconnection to the main grid, a series of checks
are conducted on both the microgrid and utility source. These include
utility stability analysis for a specified duration, microgrid-to-utility
phase nmat chi ng, voltage matching, and frequency sync. Only after
successful conpletion and eval uati on within acceptable paranmeters, the
MCS is to proceed with the reconnecti on sequence.

2.1.5.35 SOC-502: Reconnection Safety Check

Prior to closing the point of common coupling circuit, the MCS directs a
series of final checks [and sinulations] [and directs protection system
updates, shifting fromisland nmode to grid-tie node protection settings].

2.1.5.36 SOC-503: Safety Confirnmation

In this sequence, the MCS sends a safety confirmation signal to both |oca
operators and the utility grid control center. This serves as the fina

go/ no-go deci sion point for reconnection. The MCS waits for an

acknow edgnment signal fromthe utility grid control center, confirmng

that it is safe to proceed with the reconnection. If the acknow edgnment is
not received within a predefined tinme, the MCS aborts the reconnection and
reverts to island node, ensuring the safety and integrity of the nicrogrid.

2.1.5.37 SOC-504: Reconnecti on Sequence

Wth all safety checks conplete and confirnmations received, the MCS
initiates the final reconnection sequence. It first synchronizes the
mcrogrid' s voltage, frequency, and phase angle with those of the externa
grid. Once synchronized, the MCS cl oses the PCC breakers, effectively
transitioning the mcrogrid fromisland node to grid-tied operation. The
MCS then gradually ranps down or shuts off internal generation assets as
it begins to draw power fromthe external grid. Finally, the MCS perforns
a post-connection assessment to ensure that all systems are stable and
operating as expected, conpleting the transition back to grid-tied node.

2.1.6 Control Power

Power mi croprocessor-based devices integral to mcrogrid control from DC
sources conformng to [24V][48V][125V] standard voltage | evels. Devices
requi ri ng DC power enconpass [controllers,][ conputers,][ switches][,
routers,][ grid-connected inverters for battery storage,][ generator set
controllers,][ inverter controllers,][ firewalls,][ gateways,][ protection
devices, neters,][ and nonitors].
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In scenari os where AC power is |lost, uninterrupted operation of

conmuni cation, control, and nonitoring functions is mandatory. For AC

out ages exceedi ng | ][10 m nutes][30 m nutes], equi pnent nust [enter a
| ow power state][ or ][disconnect fromthe DC bus] to conserve battery
life for potential black start conditions.

Moni toring and al arnmi ng of DC backup batteries and associ ated chargi ng
circuits nust be continuous on the MCS. M ni mum nonitored paraneters nust
i nclude [DC voltage][ and ][charger online status].

For enhanced DC bus reliability during prol onged AC outages, circuits and
rel ays nust be configured to [sel ect AC power froma single source][select
AC power frommultiple sources]. In high-reliability |ocations,

[singl e][redundant] DC power sources nust be provided to critica

el ectroni cs through [single diode arrangenents][nultiple diode
arrangenents]. During battery servicing or replacenment, critica

el ectronics nust [remain connected to the DC bus][be disconnected fromthe
DC bus] through [battery bypass circuits][chargers capable of providing DC
vol tage without a battery].

Engi ne starting batteries for generator sets may serve as
[ primary] [ backup] DC sources. Electronics must withstand a
[ 3-second] [ 5-second] voltage dip of [50%[40% during engine starts.

Use of AC Uninterruptible Power Supplies (UPS) is
[perm tted][discouraged][not permitted].

1.7 Protection and Control Integration

Data pertaining to alarns, targets, health status, netering, and

| EEE 2030. 8conpl i ance on the AC power system nust be transnmitted from
protective relays to the MCS. Upon detection of a faulted, open, or
erroneous circuit condition by the relays, control systens governing
di spatch, voltage, frequency, power, and reactive power mnust cease
operation in a controlled manner.

Mandat ory data collection in accordance with | EEE 2030.8 data table C 1
nmust enconpass protective relays at the point of utility coupling and al
DER, including [generator sets,][ inverters,][ photovoltaic systens,][ and
Battery Energy Storage Systens (BESS).]

Al required data fromprotective relays nmust be displayed on the MC HM,

i ncl udi ng:

a. Alarns and Targets required fromrelays include but are not limted
to: Trip, Lockout 86, ESTOP, circuit breaker bell alarm breaker
status, local/renmote, pernissive to close/synchronize.

b. Health status required fromrelays include but are not linited to:
protection enable/offline status, trip status, conmunication
st at us.

c. Metering required fromrelays include but are not limted to: 3
phase power, 3 phase reactive power, frequency on both sides of
all DER and PCC breakers, phase-phase voltages on both sides of
all DER and PCC breakers, current, power factor

d. | EEE 2030.8 data required fromrelays to be stored for the life of
the mcrogrid nust include but are not limted to: P, Q V, F at
every DER and PCC.

e. Required controls to the relays include but are not limted to: CB
open/ cl ose, notor operated di sconnect open/close, tap change
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rai se/ | owner.

Al'l required DER data from must be di splayed on the MC HM, i ncl udi ng:

a. Alarns and Targets required from DER include but are not limted
to: Trip, Lockout 86, ESTOP, circuit breaker bell alarm breaker
status (DC and AC), local/renpte, permssive to
cl ose/ synchroni ze/ conmut at e

b. Health status required from DER include but are not linited to:
enabl e/ of fl i ne status, major and m nor al arms, conmunication
st at us.

c. Metering required fromDER include but are not linmted to:3 phase
power, 3 phase reactive power, frequency, phase-phase voltages on
both sides of breakers, current, power factor, and applicable
tenmperatures, oil pressures, levels, and fire alarm status.

d. | EEE 2030.8 data required fromDER to be stored for the life of the
mcrogrid nust include but are not limted to: P,QV,F at every DER

e. Required controls to the DER include but are not linmted to:
frequency/ power reference, voltage/reactive power reference,
enabl e comrut ati on, breaker open/cl ose.

2.1.8 Ener gy Managenent Functions
2.1.8.1 Di spat ch Requi renents

All mcrogrid control systenms are to be provided with several m ninma
requi renents for dispatching all DER inclusive of gensets, battery
inverters, PV inverters, or other energy producing DER

The followi ng forns of dispatch are mandatory:

a. DER offline. Each individual DER can be shut down into a node they
do not produce or consume current.

b. DER manual dispatch. Each individual DER can be started and foll ow
a user entered setpoint set by the user at the MC HM.

c. &id Connected Resiliency dispatch. In this node the systemis
connected to the utility and DER are dispatched to provide the
best opportunity for a seanl ess islanding should the utility go
out of service. To be used when the base is about to experience an
attack or a storm

d. Gid Connected Econonic Dispatch. In this node the systemis
connected to the utility and DER are dispatched to achieve the
desired econom c objective for the system User objectives may
i ncl ude | east operational cost, Demand limting at a point of
conmon coupling, real time price optimzation, or other. Equi pment
heal t h, mai ntenance condition, fuel prices, project investnent
obj ectives, or other are to be prioritized and net.

e. |Islanded Resiliency dispatch. In this node the systemis
di sconnected fromthe utility and all reliable genset nust be
operated without regard for operational costs such as fuel
Intermttent energy such as PV, wind, or other nust be curtailed
or shutdown. Battery systens nust be paralleled and conmutating
but only produce or consunme power to assist reliable gensets. This
is the nost resilient and costly form of islanded dispatch used
specifically during blackstarting or should the facility be under
attack or in a storm

f. [Gid Connected External dispatch. Al DER setpoints are set by an
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upstream 'nested' nicrogrid, a SCADA operations facility, or
anot her control system All controls of DER nanual dispatch mnust
be made avail able to an upstream system ]

g. [Islanded Economic Dispatch. In this node the systemis
di sconnected fromthe utility and the systemis dispatched in a
manner that prolongs base resources (such as fuel). Internittent
energy such as PV, wind, or other are to be curtailed as required
to prevent gensets or batteries fromtripping offline. This is the
| east costly form of islanded dispatch used specifically for
prol onged utility outages.]

h. [ Mai nt enance nodes such as wet stack mitigation, nonthly genset
testing, or other.]

2.1.8.2 Bl ackstarting Requirenents

Bl ackstarting a power system means bringing the power back only with al
DER initially offline and systens de-energized. This is normally because
the local utility is unavailable. The MC nust provide a blackstarting
systemwith the followi ng mninal requirenents:

a. Initiation and shutdown of the sequence nust be user initiated. Auto
initiation is acceptable, but optional. Blackstart sequence mnust
automatically end and alert user of the status of success/failure of
the attenpt.

b. The sequence must cease should power system fault be detected.

c. The sequence nust adapt to loss of nonitoring or control of circuit

br eakers.
d. Long term (reserve margi ns) and short term (increnmental reserve
mar gi ns) of DER must be continuously abided; i.e., no |oads are to be

allowed to overrun the total systemof DER ability to supply RMor I RM

e. Magnetic inrush of transforners and notors nust be considered prior to
cl osi ng every breaker.

f. Cold load inrush associated with kinetic energy spin-up of nmotors and
power el ectronic DC bus energi zati on must be considered prior to
cl osi ng every breaker.

g. Delayed |l oad start such as building H/AC or ATS re-transfers nust be
considered prior to closing every breaker. Sufficient RM nust be
reserved should these systens cone online several mnutes after
energi zati on.

h. Gensets must not be damaged during starting wthout auxiliary AC power.
DC | ube oil punps are preferred for blackstarting.

i. Engine response tinmes nust be adequate to pickup | oads w thout
excessi ve frequency devi ations; for exanple | ean burn natural gas
gensets are nuch slower and snmaller IRMthan sane sized diesels.

2.1.8.3 Rest orati on Requirements

Gid Restoration neans bringing the power back with a healthy | oca
utility. The MC must provide a restoration systemwth the follow ng
m ni mal requirenents:

a. Initiation and shutdown of the sequence nust be user selectable as
manual or automatic.

b. Sequence nust automatically end and alert user of the status of
success/failure of the attenpt.

c. The sequence nust cease shoul d power systemfault be detected.

d. The sequence nust adapt to loss of nonitoring or control of circuit
br eakers.

e. Consider protection trip setpoints, cold | oad inrush, magnetic inrush
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bef ore cl osi ng breakers.

2.1.8.4 DER Mode Sel ection

DER that | oad share wi thout comunication are strongly preferred such as
GFMD and RPM control with netered power droop

and un-acceptabl e

The foll owi ng table shows the preferred, acceptable,

nodes of DER primary contro

for the mcrogrid during grid connected

operation.
Mbde Genset BESS | BR PV | BR
Preferred RPM control with Gid formng with Gid follow ng
met ered power droop Dr oop
Vol tage control with
met ered VAR droop
Accept abl e Power and VAR Gid following with

control with or
wi t hout droop

or without droop

Unaccept abl e

I sochr onous

Gid formng

The foll owi ng table shows the preferred,
nodes of DER primary contro

(no utility).

accept abl e,

and un-acceptabl e
for the microgrid during islanded operation

or without droop

Mbde Genset BESS | BR PV | BR
Preferred RPM control with Gid formng with Gid follow ng
met ered power droop Dr oop
Vol tage control with
met ered VAR droop
Accept abl e Power and VAR Gid formng
control with or
wi t hout droop
Accept abl e I sochr onous Gid following with

Unaccept abl e

Power and VAR control

Gid following with
or without droop

2.1.8.5

Load Sheddi ng

The followi ng forns of acceptable | oad shedding nmay be specified for the
mcrogrid control system These do not require an H L test, but they do
require a | oad sheddi ng coordination study.
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per an interconnect contract.
Uility conmands cone from SCADA either verbally or via a DNP3

per an interconnect contract.
Tri ps happen based on under-frequency thresholds and tinmers set in
protective relays throughout the mcrogrid.

a. Uility requested |oad reduction
conmuni cation line.

b. Uility coordinated | oad reduction

C.

| sl anded under-frequency | oad reductions. Trips happen based on

under -frequency thresholds and timers set in protective rel ays

t hroughout the microgrid. These setpoints may be either tine or

t hreshol d coordinated with the utility load reductions, or they may be
enabled with an islanding status fromthe PCC.

d. Islanded Overl oad
i nverters approach

e. Islanded Event
gensets,
cal l ed contingency

The following table identifies which type of
conmon types of mcrogrids:

for several

| oad reduction.

oad reducti ons.
a current or power

or fast schenmes.

Loads are tripped when rel ays at
BESS, or other detect an unexpected breaker opening. Al so

Loads are tripped when gensets and
over | oad.

PCC,

| oad sheddi ng are applicable

Type of Mcrogrid

Al |l owabl e Load Sheddi ng

Comment s

Uility Gid Connected

Uility requested | oad
reduction

Uility coordinated | oad
reduction

Set per utility Contract

I sl anded without gensets or
synchr onous
condensor/ fl ywheel .
GFMD.

BESS in

I sl anded under-frequency
| oad reduction
- Islanded Overl oad | oad
reducti ons
- Islanded Event
reduction

| oad

BESS whi ch droop frequency
on | oading m ght allow
frequency | oad shedding to
wor K.

I sl anded without gensets or
synchronous condense

r/ flywheel. BESS in GFM no
dr oop.

| sl anded Overl oad | oad
reductions

| sl anded Event
reduction

| oad

Frequency is not a good
i ndi cation of overload on
these types of mcrogrids

I sl anded with gensets or
synchr onous
condenser/ fl ywheel .

I sl anded under-frequency
| oad reduction
- Islanded Overl oad | oad
reducti ons
- Islanded Event
reduction

| oad

Ki netic energy storage
al l ows reliable usage of
nore kinds of |oad sheddi ng.

The followi ng forms of
test of the solution:

| oad shedding require a ful

Under vol tage based | oad sheddi ng schenes.

SECTION 26 37 13 Page 68

hardware in the | oop




Rat e of change of frequency |oad sheddi ng schenes.
Any type of |oad sheddi ng not specifically called out in |ist of
accept abl e |1 oad sheddi ng schenes.

2.1.9 Ener gy Reporting and Monitoring

The mcrogrid control system (MCS) nust provide energy reporting and
noni toring capabilities for effective and accurate collection and
reporting for energy managenment and historical trending. The MCS nust
provide the followi ng data at a m ni num

a. Real-time energy consunption data for all nicrogrid conponents,
i ncludi ng generation, storage, and | oads.

b. Historical energy consunption data for all microgrid conponents.
c. Energy production data for all mcrogrid generation sources.
d. Energy storage data for all mcrogrid storage devices.

e. Energy export/inmport data for the mcrogrid as a whol e.

EE IR I Sk S S I S S S I O R R R Rk S S Sk S O R R S Ik S I S R R Sk I O
NOTE: The required points or data to be read or
passed to the UMCS system nust be coordinated with
specification section 25 10 10 UTILITY MONI TORI NG
AND CONTROL SYSTEM (UMCS) FRONT END AND | NTEGRATI ON
and included in the necessary UMCS poi nts schedul es
required within the constructi on docunment set.
Interoperability may support aspects of mcrogrid
desi gn includi ng comuni cation with, or control of,
primary assets of the Utility Control Systens (UCS)
as described in UFC 3-470-01.

The correspondi ng i nput and out put requirenents for
the mcrogrid control systemare listed out bel ow,
or indicated in the drawi ng set.

Where either the UMCS or MCS requires action or
procedure based on input fromthe other system the
internal function is required to be defined within

t he appropriate contract document. The MCS
specification will not be used to dictate the action
taken by the UMCS, and the UMCS specification wll
not be used to dictate the action taken by the MCS
Each will act on the signals and data received

according to the internal system| ogic.
EE IR I Sk S S I S S S I O R R R Rk S S Sk S O R R S Ik S I S R R Sk I O

2.1.9.1 [ UMCS | ntegration]
The microgrid control system nmust include hardware and software required
for integration into the UMCS system Coordinate with UMCS points schedul e
in the document set and 25 10 10 UTILITY MONI TORI NG AND CONTROL SYSTEM
(UMCS) FRONT END AND | NTEGRATI ON

[ The microgrid control systemnust output to the UMCS the signals and data
points [indicated on the design drawi ngs][as follows: ]]
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[ The microgrid control systemmust receive as input fromthe UMCS the
signals and data points [indicated on the design draw ngs][as follows:]]

2.1.10 Faul t Managerment and Isol ation

Cover how the MCS identifies, isolates, and nmanages faults within the
mcrogrid and at the point of common coupling. Focused on the MCS
functions, and does not duplicate the functionality of an external
protection schene or equipnent. Primary function described is MCS and
m crogrid operation, rather than protection.

2.1.11 Data Security and Encryption

Specifically addresses how data is secured. Largely referential to the
cyber security spec and headi ng under section 1.

2.1.12 Ti me Synchroni zati on

Covers the requirement for accurate tine synchronization between discrete
conponents, DER controllers, and the MCS. Describe the protocols and
accuracy levels required using industry standard references.

2.1.13 Conmmmuni cati on St andar ds

2.1. 14 Fai | over and Redundancy

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Usi ng UFC 3-550-04 as a reference, consider the
requirenents for controller or controller conponent
fail over, network redundancy, and backup power for
the mcrogrid control system (separate fromthe
mcrogrid itself).

Mcrogrid specifier is to call out which types of
redundancy are allowed. The following list is sorted
in order of value; i.e., |least cost/best performance.

EE R I R R S I R R R I R I R S R R R R I R S I R R I R R R S R O S R R O

[ a. Local/Renote. Each DER, PCC, and circuit breaker to have both a renote
m crogrid control system and local controls including Hunman machi ne
i nterface visualization, DER dispatch, breaker open/close

][b. Network. RSTP or SDN nust be configured to provide continuous
conmuni cati on between DERs and the MC in the case of a commrunication
cabl e breakage or switch/router outage.

][c. Dual Primary MC. In this method two MC nust be provided with duplicate
code that is running real tine and racing to make a deci sion such as
| oad sheddi ng.

][d. Hot Standby MC. In this method two MC rmust be provided with duplicate
code; one is running and the other is powered up but disabled.

][e. Cold Standby. Spare parts that are wired but not powered up provide
redundancy.
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12.1.15

Dat a Storage

Capture the followi ng | EEE 2030.8 data for the life of the microgrid for
future root cause anal ysis.

Tabl e 2.1: | EEE 2030. 8-2018 Table C. 1, M nimmdata collection
Type of data |Mnimumtime |Mnimm M ni mum Requi r ed Required to
coll ection synchroni zed |sanple rate anmpl i tude data to meet

accuracy accuracy col | ect | EEE 2030. 7
Sequence of One quarter One quarter N A Digital data |Yes
events (SOE) |power system |power system only.
records cycle cycle. Exanpl es
(0.004166 s are:
for a 60 Hz Swi t chi ng
systemn devi ce
(breaker,
recl oser,
and switch)
open and
cl ose
st at us,
conmmands,
protection
el ement s,
control
out puts and
interlocks
Event One quarter One quarter 1% of Vol t age and Yes
osci |l | ography |power system |power system |nom nal current of
(CsO cycle cycle vol tage and al | phases
20 tinmes
noni nal
current
Cont i nuous One quarter 100 ms 1% of Vol t age and Yes
dat a power system nom nal current of
collection cycle vol tage and al | phases
(CDO) 20 tines
noni nal
current
Al mcrogrids nmust provide field data collection at Level 3, per the |EEE

standard section C. 2 repeated bel ow.

Level 1 -

Level 2 -
with two or

Dat a nmust
mcrogrid with one DER

Dat a nust

nmor e DER

be collected at and on both sides the PO for

SECTION 26 37 13 Page 71

any

be collected at every DER and PO for any microgrid



Level 3 - Data nust also be collected at the | oad(s) and the DER for any
| oad greater than 50% of the |argest DER and for any single |oad |arger
than 10% of the maxi mumtotal power consumed by the mcrogrid.

2.1.16 Uility Interconnect

2.1.16.1 Uility Interconnection Agreenent

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Typically, the designer should begin the
utility interconnection agreenment, and this

speci fication assunmes that process has been . As
such, specifications should be crafted to account
for and address the conplexities that arise from
t hese arrangements, ensuring clear delineation of
responsibilities and requirenents for all parties
i nvol ved, including the contractor and utility
provi ders.

EE R I R R S I R R R I R I R S R R R R I R S I R R I R R R S R O S R R O

Submit for record, a finalized wutility interconnection agreenent required
to have the followi ng attributes:

A signed | egal Contract which defines the paraneters and requirenents for
the following nminimmitens:
a. Energy Rates (kWh) for both inport and export
b. Power demand charges (kW
c. Any other recurring charges

d. Reverse power (32) limtations

e. Frequency ride-through requirements (Hz and tinme in seconds or
mlliseconds)

fVoltage ride-through requirenents (Volts and tine in seconds or
mlliseconds)

g. Equi pnent ownership delineation, including who is responsible for
settings and testing every el ectronic device as the interconnect.

h. Linkages to the engineering protection requirenents (standards),
including but not Iimted to overcurrent elenents, directiona
el ements, distance, direct transfer trips, |ockouts,
anti-islanding, or other related protection requirenents.

i. Deadbus arbitration requirenents including all synchronization
requi renents.

j. Any regulatory requirenents enforced by local, regional, state, or
federal entities such as the EPA, NERC, or other

k. Data recording requirenents including fault recording, SOE
recordi ng, synchrophasor collection, or other

. Any required sequence of operations, such as paralleling or
isolation froma utility owned asset.
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m Description of prem ses access such as behind | ocked gates or doors
Cyber requirenents including but not limted to applicable
standards and all required docunentation

n. ldentify any engi neering processes, checklists, or reviews that
nmust be conpl et ed.

0. Lowest and highest symmetrical and asymmetrical fault currents the
utility can provide.

p. Uility Thevenin equival ence during normal operation

g. Uility changes to their infrastructure which case the steady
state Thevenin equivalent of the utility (inpedance) or fault
currents to change nmore than 5% must be shared with base 6 nonths
i n advance.

2.1.16.2 Protection SystemInterface & Coordi nation

EE R R R S I R R R I R S R R R R R O S R R I R R R R R R R R

NOTE: Designer is required to coordinate the MCS
with the protection system Reconmendations for
protection systemoperation with relation to the MCS
and mcrogrid can be found in UFC 3-550- 04.

Suppl erent al recomendat i ons bel ow.

MCS is required to have the ability to isolate from
the grid without utility permssion; i.e., at |east
one circuit breaker is required to be under the
mcrogrid control systens purview in addition to any
utility-controll ed PCC equi pnent.

Breaker status, close prem ssive, warning, trips,
and targets are required to be identified on the
MPCC rel ay, and not on the MCS.

EE R R R S I R R I R R I R S R R R S R R R S I R I R I R R R R R S R R

a.

Reverse power (32) elenments are required to be coordinated with the
sl owest on-site DER

Reverse directional fault detection (67) elenents are required to be
di sabl ed shoul d there be insufficient conventional synchronous
generators or condensers in the mcrogrid.

Shoul d 67 be viable, faults detected on the microgrid side are
required to be isolated and require the mcrogrid blackstart and
i sl anding features to be disabl ed.

Shoul d 67 be viable, faults on the utility side must not inhibit
m crogrid islanding or blackstart.

Al utility side neutral ground bonding is required to be identified
to the MCS and i ncorporated into the HM.

Al'l CB open and cl ose conmands are required to be routed through the
associ ated mcroprocessor relay; i.e., no direct close or open
commands are allowed to be wired to the CB fromthe MCS

SECTION 26 37 13 Page 73



.2

Al'l | oad sheddi ng associated with the PCC opening is required to be
capabl e of being inhibited (shut down) at the PCC protection relay.

Status of a synchronization attenpt including a synchroscope, in
operation, and failed status is required to be annunciated at the PCC
rel ay.

Al'l deadbus and synchronization logic is to reside in the PCC rel ay
and not within the MCS

Auto reconnection (re-transfer) functions of the PCCto the utility is
required to be avail able and can be turned off/on at the PCC rel ay.

Al'l rempte conmmands including close and open fromthe MCS are required
to be disabled by a | ocal/renpte pushbutton or switch at the PCC rel ay.

Li ve and deadbus indicati on nust be annunciated on the PCC rel ay and
to the MCS

M CROGRI D CONTROL SYSTEM COVPONENT DEVI CE REQUI REMENTS

The following is a mninmumset of criteria required for all mcroprocessor
(intelligent) devices used on the nicrogrid:

a.

Spares either readily avail able for purchase or purchased and pl aced
in storage, and may be powered up to mmintain equi pment health.

Al'l configurations/ settings/code on every device nust be stored in a
si ngl e engi neeri ng workstation or server.

Al'l processes of setting up spares or replacenent parts must be
docunented and the process nust be tested.

Al'l configurations/ settings/code nust be tested to be easily
upl oaded/ downl oaded to spares and placed into service with no il
ef fect.

No annual |icenses, software |icenses, configuration |icenses, data
access licenses are allowed. Electronic equiprment and their
configurations nust be purchased in perpetuity wi thout further fees. A
single use license on software/ hardware/algorithns is acceptable to
preserve supplier intellectual property however no fees past initia
purchase are all owed.

Suppl i er nust supply cyber and functionality based service bulletins
alerting the owners of potential vulnerabilities and or defects in the
product.

Def ects in software/configurations nust be warranted for a m ni mum of
1 year.

Har dwar e/ fi rmnare nust be warranted for a mni mumof 10 years.
Al'l electronics nust operate in conditions -30 to +75 Cel si us.

Intelligent and Secure Conponents. All el ectronic equi pnent nust
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2.

continuously self-test and report internal errors.

k. Devices taking part in mcrogrid control must include an integrated
| EC 61131-3 programi ng environment.

I. Devices taking part in microgrid protection rmust include sonme form of
free formlogic progranmability.

m  Devi ces nust incorporate i ndependent user-based security with strong
passwor ds.

n. Al devices nmust provide a nechanismto nmap security related system
tags into a report or communi cated data streamfor the user to nonitor

0. Al devices nmust support some form of human-nmachi ne interface or LED
annunci ati on which allows the user to determ ne the health of the
equi prent .

p. All devices must support sone formof tine synchronization which keeps
all CPU clocks within 8 mlliseconds throughout the microgrid.

g. There must be an alarm contact output to signal internal errors and
mal f uncti ons.

r. Control, communication, and networking equi pmrent nust neet | EEE 1613: 2003.

s. Protective devices nust neet | EC 60255-21-1, |EC 60255-21-2,
| EC 60255-21-3, | EC 60255-26, |EC 61000-4-4, and | EEE C37.90. 1.

t. Uilize non-volatile nmenory avail able for user progranmabl e retained
vari abl es.

u. Engineering Access nust be available [over secured network][ or ][
and J[locally by direct connection].

v. Al electronic boards nmust be conformal coated.
W. Mninumnean tinme between failure (MIBF) of 200 years.

2.1 Product Certifications

EE R R R S I R R I R I R I R S R R R R S R R I R R R R R S R R R O

NOTE: FCC part 15 does not apply to nany of the
conputing devi ces used for industrial applications.
Title 47 Part 15 provides for exenption of

uni ntentional radiators considered "digital devices
used exclusively as an el ectronic control" or power
systemutilized by a public utility or in and

i ndustrial plant.
ER R IR I I R R R R R I I I R R R R I I R R R R S I I I R R R R I I I I R R R S I I I R O I I I R R R S I I I

NOTE: Note: FCC Part 15 does not apply to many of the computing devices
used for industrial applications. Title 47 Part 15 provides for exenption
of unintentional radiators considered "digital devices used exclusively as
an electronic control"” or power systemutilized by a public utility or in
and industrial plant.

Al'l electronic product certifications nmust be provided on product data
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sheets. Confornance is required the follow ng mni mumrequirenents:

a. Designed and manufactured by an | SO 9001 US based certified manufacturer

b. UL Listed to U. S. and Canadi an safety standards

c. Time synchronization to better than 4 ns

d. MIBF mini num of 300 years.

e. Meet or exceed | EEE 1613

f. | EEE 1613 + Al1-2011 Service Conditions | EC 60068-2-1, -40°C, 16 hours

g. | EEE 1613 + A1-2011 Service Conditions | EC 60068-2-2, 85°C, 16 hour

h. |1 EC 60068-2-30 25°-55°C, 6 cycles, 95%relative humdity, or equivalent.

i. Section | EEE C37.90.1, Inpulse Section Severity Level: 0.5 J, 5 kV, or
equi val ent .

j. Electrostatic Discharge Immunity: |EEE 1613 + Al-2011 | EEE 1613 ESD, or
equi val ent .

k. Magnetic Field Imunity: | EC 61000-4-8 1000 A/mfor 3 seconds, 100 A/'m
for 1 mnute, or equivalent.

. Power Supply Imunity

m Radiated RF Immunity: |EEE C37.90.2, 35 V/m or equivalent.

n. Digital Radio Tel ephone RF Inmunity: ENV 50204: 1995 10 V/mat 900 MHz

and 1.89 GHz, or equivalent.

0. M ninmum protocols of the MC controllers and gat eways nust be: [Mdbus
RTU, ][ Modbus TCP, ][DNP/IP, J[DNP/RTU, ][Mdbus, ][M L-STD 3071
J[NTP, ][ LDAP].

. 2.2 Pr oduct Sour ci ng

All intelligent electronic devices must be sourced exclusively fromthe
US. This includes board production, board popul ation, firnmware creation
code storage, firnmware downl oad, m croprocessor production, and fina
assenbly. See the Quality Control section for further traceability

requi renents of sub-assenblies. Non intelligent devices need only neet the
traceability requirenments.

. 2.3 Ceneral Requirenents
NERC/ CI P user authentication, |ogging, and port control requirenents.

Mean tine between failures of mninum 10 years per device. MITF nmust be
nmeasured not cal cul ated based upon custoner product returns.

All status and control traffic between MC, DERS, PO, PCC and | oad devices
able to be shed nmust be M L-STD 3071 conpliant. Remai nder of system nust
be integrated via other protocols to protective devices, genset
controllers, tap changer controllers, intelligent circuit breakers, UMS
SCADA, and ot her devices as required.

.2.4 Nanepl ates and Identification

Al electronic devices nmust have namepl ate indicating part nunber, seria
nunber, and product manufacturer and country of origin. Per the ITP, al
products rmust be traceable via their serial nunber.

.2.5 War ni ng Label s

Product instruction manual nust alert users of dangerous conditions.

Label s nust be installed in panels, on door, etc. as required for al
l ocation with human contact with said dangerous conditions.
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2.2.6 Product Data Sheets

Product data sheets nust be available on the supplier's corporate website.
2.2.7 Fi rmnvare and Sof tware Updat es
2.2.8 Envi ronnental Ratings

(detail the environmental ratings requirenents for the MCS equi prent; |IP
rati ngs, NEMA enclosure rating requirenments, etc. based on installed

| ocati on and whether the space is normally conditioned, or conditioned by
equi prent powered by the microgrid in islanded operation)

2.3 CONTRCL HARDWARE

Al Facility Related Controls Systems (FRCS), which includes the SCADA
System rmust meet current Control Systemnms Pl atform Enclave/ Navy Utilities
Moni toring Control Systens (CSPE/ NUMCS) Authority to Qperate (ATO

requi renents.

2.3.1 CGeneral Requirenents

The Mcrogrid Control System (MCS) nust be connected to electrica

equi prent for control, nmonitoring, and data gathering as part of the
mcrogrid control system The MCS nmust be mcro-processor based, capable
of receiving discrete and anal og i nputs, and, through progranmm ng, nust be
able to control discrete and anal og out put functions, performdata
handl i ng operations and conmuni cate with external devices.

2.3.2 MCS Modul es

Provi de MCS nodul es that are field expandabl e design all owi ng the system
to be tailored to the control application. The system must be expandabl e
t hrough the use of additional hardware and/or user software. As a

m ni mum the MCS must include a power supply nodul e, central processing
unit (CPU) nodul e, communi cations nodul e, and input/output (1/0 nodule,

i ncluding discrete |I/O nodules. The MCS nust include non-volatile nenory
to be saved on a | oss of power.

The MCS must be a sel f-contai ned, m croprocessor-based unit that provides
time of day, scanning, application program execution, PID control wth
manual and self-tuning capabilities, customfunction bl ocks, storage of
application prograns, storage of nunerical values related to the
application process and logic, 1/O bus traffic control, peripheral and
ext ernal device communi cati ons and sel f-diagnostics. Programm ng nmust be
| ECG-61131 conpliant. The control firmware nust whitelist all applications
and have sel f-diagnostic checks.

Conmuni cati ons nust al |l ow peer-to-peer conmunication with other relays and
controllers and nmust allow the MCS to comuni cate with any existing
control system equi pnent, or workstation conputer. Conmunication nmodul es
must support [serial and Ethernet][Ethernet] architecture and protocols.
Programm ng of the MCS to be done locally or remptely with software that
neets minimal NERC/ Cl Ps requirenents.

2.3.3 Power Supply Modul e

One or nore power supply nodul es nust be provided as necessary to power
other modules installed in the sane cabinet. Auxiliary power supplies my
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be used to supply power to renpte cabinets or nodules . Power supplies
nmust produce either DC or AC as required or the MCS and ot her ancillary
el ectronics. Power supplies can be either external or internal to the MCS

a. The power supply nodule rmust nmonitor the DC or AC supply and alarmif
the voltage falls out of spec. The MCS nust have sufficient ride
through to sustain 10 ninutes of AC outage. This can be done with
batteries or capacitive energy storage. Direct DC battery connected
solutions are preferred as UPS solutions are a costly mmintenance
item b. Every device must be capabl e of being powered off with a
fuse, circuit breaker, or swtch.

c. All electronic devices nust annunciate the health of their status on
front nounted, easily viewabl e LEDs.

d. Health of all DC or AC UPS buses is to be annunciated to the MCS HM,
i ncl udi ng vol tage | evel.

.3.4 MCS Program St orage/ Menory Requi renents

The MCS nmust utilize nonvolatile nmenory for the operating system The
control l er must have both nonvolatile and volatile nenory that can be
programed. The menory capacity nust be sized such that, when the system
is conpletely programmed and functional, no nore than 20 percent of the
menory is used for real tinme processing of logic. No nore than 50 total
percent of the nenmory may be used, inclusive of all operating systens,
code, protocols, data archiving, etc. CPU total processor burden nust not
be above 50% duri ng nornal operation

.3.5 MCS | nput/ Qut put Characteristics

Provi de anal og input, anal og output, discrete input and discrete output.
These can be either wired to the local or renote |1 O nodul es and or rel ays.
The nunber and type of inputs and outputs for the system nust be as shown
on the drawi ngs and nust conply with the sequence of control. The system
capacity nust include a mnimumof 20 percent spare input and out put
points (no |l ess than two points) for each point type provided.

.3.6 MCS Wring Connections

Wring termnals within the MCS to central controllers, distributed
controllers, relays, and | O nodul es nust be [in accordance with 40 60 00
PROCESS CONTROL][as fol | ows:

a. Al CT connections nust accept 12 AWc with crinped ring term na
term nations.

b. Al PT connections nmust accept 14 AWG with crinped ring term nal or
conpressi on termn nations.

c. Digital outputs inclusive of dry contacts, sourcing, or sinking type
nust accept two 16 AWG with crinped ring term nal or conpression
term nations.

d. Digital inputs sourcing or sinking type nust accept two 16 AWG with
crinped ring termnal or conpression termnations.

e. Anal og inputs and outputs nust accept two 16 AWG with crinmped ring
term nal or conpression termn nations.]

. 3.7 MCS Di agnostics
| mpl enent di agnostic routines in firmvare. The MCS must continuously

perform sel f-di agnostic routines that provide information on the
configuration and status of the MCS, nmenory, communications and
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i nput/output. The diagnostic routines nust be regularly perfornmed during
normal system operation. All faults nmust be annunciated at the MCS/ HM
and any existing control system head end.

Al'l serial and Ethernet communi cation channels nust have LED annunci ati ng
the Transnit and Receive hardware |line status of their respective port.
2.3.8 Interface with DER
The microgrid control system must be capable of integrating with various
DER, such as sol ar photovoltaic systenms, w nd turbines, energy storage

systenms, and gensets . It nmust enable real-tine nonitoring and control
t hr ough bi-directional conmunication with DER devi ces.

To optim ze DER managenent, the mcrogrid control
features such as | oad sheddi ng, demand response, curtail nment, and peak
shavi ng. Dispatch algorithms nust autononously adjust DER output and/or
| oad based on equi pnment health, grid topology, DER health, DER fue

| evel s, DER capability curves, load conditions, grid conditions, denand
patterns, and [optionally weather forecasts].

system must i ncl ude

The controller and/or a Hi storian nmust collect data fromall DER PCC and
| oad devi ces per | EEE 2030.8 standards Table C. 1 repeated bel ow

Hi storical data may be used to eval uate performance and enhance energy
optim zation. The historian nust use open industry-standard conmnuni cation
ti me-stanped protocols such as M L-STD 3071, | EEE 37.118, | EC-61850 GSSE
DNP, or other. Non tine stanped data must not be allowed in a historian
nor allowed to be used in a mcrogrid optimzation al gorithm

Tabl e 2.2: | EEE 2030.8 Table C. 1, M ninumdata collection
Type of data |Mnimumtime |Mnimm M ni mum Requi r ed Required to
collection synchroni zed |sanple rate anmpl i tude data to nmeet
accuracy accuracy col | ect | EEE 2030. 7
Sequence of One quarter One quarter N A Digital data |Yes
events (SOE) |power system |power system only.
records cycle cycle. Exanpl es
(0.004166 s are:
for a 60 Hz Swi t chi ng
systen) devi ce
(breaker,
recl oser,
and switch)
open and
cl ose
st at us,
conmands,
protection
el ement s,
control
out puts and
interlocks
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Type of data |Mnimumtime |Mnimm M ni mum Requi r ed Required to
collection synchroni zed |sanple rate anmplitude data to meet
accuracy accuracy col I ect | EEE 2030. 7
Event One quarter One quarter 1% of Vol t age and Yes
osci |l | ography |power system |power system |nom nal current of
(CsO cycle cycle vol tage and al | phases
20 tinmes
noni nal
current
Cont i nuous One quarter 100 ms 1% of Vol t age and Yes
dat a power system nom nal current of
collection cycle vol tage and al | phases
(CDO) 20 tines
noni nal
current

2.3.9

Pr ot ocol s

The microgrid control system must support industry-standard comrunication
protocols to ensure efficient data exchange and integration wth connected
devices. Mcrogrid proven protocols include the foll ow ng:

2.3.9.1 Modbus (Modi con Conmuni cati on Protocol)
This protocol is very conmmonly used for communication with conpatible
devi ces such as inverters, genset controllers, gateways, relays, 1/0
nodul es, meters, and battery managenment systens. Mdbus is widely used in
the industry for nonitoring and controlling distributed assets.

2.3.9.2 M L- STD- 3071
This standard describes a structured Data Distribution Service (DDS) data
nodel adequate for all scales of mcrogrids. This standard al so incl udes
control systemand data sets build specifically for microgrids, with
designs for real time and non-realtine and high and low priority data
sets. This allows the microgrid to i nteroperate/conmunicated with
tactical / portabl e equi pment such as tanks, trucks, and energency portable
gensets for rapid mcrogrid depl oynments.

2.3.9.3 | EC 61850
This standard includes a real tine GOOSE and non-realtime MVS protocol
| EC 61850 GOCSE is designed for sub-mllisecond | evel control and
nmoni tori ng between controllers. MVBis a non real tine protocol used for
SCADA annunci ati on.

2.3.

9.4 DNP 3.0

This is the north Areri can de-facto standard for interconmrunication with

all electric utilities and SCADA systens.
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2.3.9.5 ANSI C37.118

This is the North Anerican de-facto standard for power system historians.
Data is tine stanped at the | owest |level and re-aligned for historians and
controllers.

2.3.9.6 Coor di nati on

Coordi nate and confirmthat the mcrogrid control systemfully supports

t he applicabl e conmuni cati on protocols allow ng for snooth
interoperability and efficient operation with a wi de range of devices and
systems within the mcrogrid network. The inplenmentation of these
protocol s nust be thoroughly tested and validated during comm ssioning to
guarantee reliable and secure data exchange throughout the system

2.3.10 Dat a Concentrators

The mcrogrid control systemnust include data concentrators to
efficiently aggregate data from connected devices and sensors within the
m crogrid. These concentrators nust mninze network traffic and ensure
snoot h conmuni cati on t hroughout the system

The data concentrators nmust act as gateways, enabling bidirectiona
conmuni cati on with various devices and sensors across the mcrogrid. They
nmust support different data fornmats and i ndustry-standard protocols to
pronote interoperability.

The microgrid control systenmis data concentrators nust possess advanced
data processing capabilities, facilitating real-time anal ysis and
filtering. This optimzation is to ensure streamined data flowto the
control l er, reducing |atency and enhanci ng overall system responsiveness.

Enphasi zing reliability and security, the data concentrators mnust
i mpl enent robust cybersecurity neasures to protect data integrity and
confidentiality.

The microgrid control system nust support scal abl e data concentrators,
allowing for integration of new devices and system expansi ons. Thorough
testing and verification of functionality nust be conducted to ensure
successful integration within the mcrogrid.

2.3.11 Gat eways

Gat eways (al so known as front end processors) nust be provided to allow
nmonitoring data to be interfaced directly with [ower tier LANS and their
el ectronics. Gateways must be provided with sufficient quantity of

RS- 232, RS-485 serial , and RJ45 Ethernet ports to acconplish the

nm ssion. Gateways can be configured as uni- or bi-directional protoco
translators and nust be configurable froma central engi neering

wor kstation(s). The gateways nust operate fromthe same power sources
descri bed for the MCS.

The microgrid control system may incorporate gateways to facilitate
efficient data transni ssion anong microgrid conponents, DER devices, and
the central nonitoring system (SCADA). These gateways nust support both
real tinme and non real time data

Gat eways nust be capabl e of supporting various conmmuni cati on protocols and
net wor ki ng technol ogi es, pronoting seam ess integration with different
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devices and systens within the mcrogrid.

Enphasi zi ng cybersecurity, the gateways must inplenent robust encryption
and aut hentication mechani sns to safeguard data during transm ssion

The microgrid control systenis gateways mnust be designed for scalability,
accommmodat i ng future expansi ons and new DER devi ces wi t hout conpromi sing
per f or mance.

Conpr ehensive testing and validation of the gateway functionality nust be
conducted to verify its operation within the mcrogrid.

.3.12 Et hernet Switches
.3.12.1 Product Description

The microgrid control systemmay utilize Ethernet sw tches, capable of
configuration and nonitoring, to support a reliable and resilient

conmuni cati on network. Network switches nust provi de comunication between
net wor k devi ces using 10/100/1000 MB Traffic over Copper and Fiber optic
media. Al network switches nmust support [software defined networks
(SDN)][rapid spanning tree protocol (RSTP)]. Network sw tches must permt
onl i ne network changes w t hout disturbing network devices. Malfunctioning
net wor k devi ces nmust be automatically renoved from service without
shutting down the network.

.3.12.2 Envi ronnent al Requi renents

The switches must operate within a tenperature range of -40°C to 85°C
wi t hout the need for fans, ensuring reliability in harsh environnments.

.3.12.3 Power Supply

The switches rmust be equipped with integrated [optional - redundant] and
hi gh nean time between failure (MIBF) power supplies to ensure continuous
operation and avoid single points of failure.

.3.12. 4 Encryption

The switches rmust inplement industry-standard SSH SSL encryption with a
m ni mum key |l ength of 128-bit to safeguard data transm ssion and protect
agai nst unaut horized access.

.3.12.5 Passwor ds

The switches must support multi-level passwords to enabl e rol e-based
access control, ensuring authorized personnel can access and configure the
swi tches while nmintaining security. These passwords nust be provided to

t he governnent for record and on-goi ng operation

.3.12.6 Port Security
Managed switches utilizing RSTP nmust inplenment MAC-based port security and
support network access control 802.1x to enhance the overall network

security. SDN switches natively provide port security through deny by
default configuration
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2.3.12. 7 Traf fic Shaping

This rmust isolate high and low priority/latency traffic, and to prevent
unnecessary traffic burden and fast systemreconfiguration during
failures. RSTP switches nust utilize VLANs and RTSP to shape traffic. SDN
swi tches natively shape and prioritize traffic.

2.3.12.8 Ports

The switches must include various types of ports, including but not
l[imted to single nbde gigabit 1000LX SFP uplink ports, 100BASE-FX
mul ti node fiber ports, and copper RJ45 Ethernet ports, ensuring
conpatibility with different connected devices. Network switches may

i nclude, but are not Iimted to the followi ng physical characteristics:

10/ 100/ 1000 Base-T ports

1000 Base-LX ports

1000 Base-LX and 100 Base- FX downlink ports

Support the protocol utilized in the mcrogrid control system

Smal | form factor pluggable (SFP) downlink ports optiona

Rack/ panel or backpl ane nmounted options

LED i ndicators for each port for network nonitoring status

Twenty percent spare ports nust be provided for all network sw tches

2.3.13 Net wor k Desi gn

Net wor ks designed to facilitate the comunication requirenents for

M crogrid Control Systens nust be coordinated with local installation

t el econmuni cation providers to determ ne both outside tel ecomunication
pl ant dependenci es and | ocal cybersecurity interconnection requirenments.
Cybersecurity design requirenents for Mcrogrid Control Systens shoul d
refer to 25 05 11 CYBERSECURI TY FOR FACI LI TY- RELATED CONTROL SYSTEMS. The
following list are suggested designs to help the user achieve ATO but it
is by no means a conplete or definitive list.

2.3.13.1 Firewal |l s

Firewal | s nust be placed between OT/IT interfaces, or at jurisdictional
interfaces such as at UMCS or Utility SCADA systens. Dual firewalls and/or
gateways at critical interfaces are acceptable.

2.3.13.2 Renot e Engi neering Access

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Renpte engi neering access is typically

forbi dden. Confirm prohibition or allowance wth
Covernment prior to selection in this specification
section.

EE R I R R S I R R R I R I R S R R R R S R I R I R R R R R R R R

[ Remot e Engi neering Access is prohibited. Equi pnent with hardware all ow ng
renote engi neering access is prohibited. Disabling via software only is
not acceptabl e. ]

[Upon witten perm ssion fromthe Governnent renote engi neering acess nay
be enabled. At all tinmes when engaged, qualified staff nust be in
attendance at all tines this renpte access is powered on. Renote access
nmust be powered off and air gapped if not under inmedi ate supervision of
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qualified staff.]
2.3.13.3 Renote Control and Monitoring Access

Provi de neans for tenporary facilities control system utility SCADA, or
bui | di ng managenent systemto renotely nonitor and control the MCS. The
renote control inteface must include a nanually activated cut-out switch
preventing renote control and allowing for |lock out and tag out of the
renote control interface. Allow for rempte control of setpoints such as
demand limt, demand response signals, or periodic maintenance functions;
nmoni tori ng points such as energy, power, power factor, and voltage flow
for the microgrid and each connected and controlled DER or | oad. For this
interface, firewalls and protocol gateways are to be used to build a DM
Only approved protocols may pass through this DMZ;, see prior |ist of
approved MCS protocols.

2.3.13. 4 Renmote I nternet Access
I nternet connections are forbidden on all DoD mcrogrids.

If a project nust have a renmpte Internet access for a forecasting
algorithm then a strict usage of a transmit-only serial channel imtating
a traditional UART data diode is required.

2.3.13.5 On-site LAN

The microgrid controller must support on-site Local Area Network (LAN)
gateway functionality to facilitate conmunication within the mcrogrid and
| ocal devi ces.

[2.3.13.6 Dedi cat ed ADSL

VWere external network communciation is required and has been permitted by
the Government in witing, the mcrogrid controller may include a

dedi cated Asymmetric Digital Subscriber Line (ADSL) gateway to enabl e
secure conmuni cation with external networks, such as renote nonitoring and
control systens. This nust abide by the Renpte Control and Mnitoring
practices outlined above.

12.3.14 Supervi sory Di spatch Controllers

The microgrid control system may incorporate advanced supervisory dispatch
algorithns to efficiently oversee and coordinate the seanm ess operation of
all local and renote microgrid conponents and DER devi ces. These

al gorithms may perform a number of functions, including but not limted
to: optimze power flowwithin the nmicrogrid, ensuring optima

performance, neeting a return on investnent, optimzing grid
stability/resiliency, or other. These supervisory dispatch algorithns may
be centralized or distributed controls.

Leveraging real -tine data, the supervisory algorithms my dynam cally
adjust and optinize the mcrogrid s electrical power generation, energy
storage, load curtail ments, and consunption patterns based on | oad denand,
fuel prices, fore-casts, present weather conditions, equipnent health,
nmai nt enance cycl es, and nore.

2.3.15 Human Machine Interface (HM)

The microgrid control system nust provide a user-friendly Human- Machi ne
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Interface (HM) for efficient interaction with the mcrogrid control
system Design and inplenent HMs in accordance with | SA 101. 01, "Human
Machi ne Interfaces for Process Automation Systens." Ensure that all
aspects of HM design, including | ayout, user interaction, information

di spl ay, and system feedback, conmply with the best practices and

gui del i nes established in this standard. Submt Mcrogrid Control System
HM graphi cal nockup prior to or alongside related mcrogrid control
system product data submittals.

.3.15.1 HM Layout and Organization

Organize HM interfaces to enphasize clarity, ease of use, and effective
conmuni cati on. Organize interface layouts intuitively to facilitate quick
under standi ng and efficient operation, follow ng | SA-101. 01 gui delines for
hi erarchi cal display structuring.

Identify control areas within the mcrogrid where operators have direct
i nfluence. Use intuitive, accessible color schenes and | abeling for quick
recognition.

Provi de Level 1 display as defined by | SA 101.01 indicating operator's
real mof control and microgrid status. Control may not be perforned from
the Level 1 display. Ensure only one Level 1 display is available for each
operational state, with contextual links to appropriate Level 2, 3, and 4
di spl ays. The Level 1 display nust provide quick and easy access to
additional information, |leading to Level 2 displays.

Show current microgrid operational state, major equipment status (e.g.
connected or offline for DERs, and open/closed for controlled breakers and
swi tches), and highlights anything which requires i nmedi ate attenti on such
as a high priority alarm SOC failure status, or indications of abnornal
st at us.

I ncl ude a high-level one-line diagramof the microgrid, including
generation sources, storage, and |oad centers, focusing on clarity and
ease of interpretation. Display real-tine status indicators for critica
conponents, including power generation units (solar panels, w nd turbines,
generators), storage systens (batteries), and nain switches. Indicators
nmust reflect operational status (on/off), fault conditions, and

mai nt enance alerts.

I nclude a dynam c energy flow di agram showi ng the direction of power flow
bet ween generation, storage, |oads, and the nmain grid. This diagram hel ps
i n understanding the current operational node of the microgrid (islanded,
grid-tied, charging, or discharging).

Integrate a section for systemalerts and al arnms, highlighting any
abnormal conditions or operational issues that require inmedi ate attention

Include intuitive navigation options to detailed screens for in-depth
nmoni toring and control of specific microgrid conponents.

Devel op multiple Level 2 displays for the microgrid control system as
defined by | SA 101.01. These displays are the primary interfaces for
operator interaction, designed to align with operators’ nental nodels of
the mcrogrid and its operations. Level 2 displays illustrate detail ed

i nsights and controls for specific operational states, such as startup
normal operation, transitions, and shutdown.
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Integrate essential performance netrics related to the mcrogrid's
operational efficiency, such as energy generation, consunption, storage
levels, and grid interaction.

Provide direct controls necessary for managi ng the mcrogrid, including
interfaces for adjusting generation sources, storage, and | oad nmanagemnent.
Where space is linmted, provide easy access to Level 3 and 4 displays,
control panels, and detailed control interfaces.

Di splay relevant alarns for the microgrid s operational state,
prioritizing them based on severity and rel evance to the current display.
Ensure visibility of high-priority alarns and indicate the presence of
addi tional al armns.

Provide a direct link to the Level 1 overview display, enabling operators
to quickly shift to a nacro-perspective of the mcrogrid s status.

Hi ghl i ght abnornmal conditions in the mcrogrid or Level 2 sub-system

di spl ayed, clearly indicating their severity and the related options for
operator action.

For each paraneter or datum di splayed, provide links to the data historian
for real tine and historical trends of critical parameters such as state
of charge, power, reactive power, frequency, and voltage as all defined by
| EEE 2030.8 Table C. 1 continuous data collection

Include links to other applications or natively display the | EEE 2030. 8
Table C. 1 SOE and oscil |l ography dat a.

Group rel ated conmponents logically for easy navigation and conprehension.

Di spl ayed Information nmust indicate the quality of service; i.e., indicate
if the tag is stale or the conmmunication source is offline.

Real - Tine Data Visualization
a. Utilize graphical representations including but not linmted to
charts, historical and real-tine trends, dials, X-Y plots, polar
plots, or simlar graphs to visualize data, facilitating
operators' ability to nake infornmed decisions rapidly.

b. I nmplement col or-coding and visual cues to signify different states
of microgrid conponents and al arms, effectively drawing attention
to critical conditions. Al color coding to be shaded and
annotated sufficiently to allow color blind personnel to
effectively use the HM .

2.3.15.2 Al arm and Event Managenent
EE IR I Sk S S I S S S I O R R R Rk S S Sk S O R R S Ik S I S R R Sk I O
NOTE: As the connected equi pnment sizes, types,
| ocations, and available alarm paranmeters will vary
greatly between designs, the designer nust review
and supplement the alarmpoints listed belowto suit
the details of the microgrid and MCS under design

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

Incorporate into the HM a clear and di stingui shable al arm systemt hat
provi des audi bl e and/or visual alerts for abnormal mcrogrid conditions
and events. Display alarmdetails, such as severity, equipnent, |ocation
and timestanp, to help operators identify the cause and prioritize
responses effectively. Use intelligent alarning techniques in accordance
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with | SA 18.2, Managenent of Alarm Systens for the Process Industries.
Ti mest anpi ng must be in accordance with | EEE 2030.8 Tabl e CI.

Al arm Acknowl edgnent and Managenent: The HM nust allow operators to
acknow edge and manage al arns, providing options to silence audible
al arns, acknow edge issues, and review historical alarns. Tine stanmped
SCE data in accordance with | EEE 2030.8 are preferred for al arm ng. HM
i ncl ude discrete display and | ogging of high priority alarms for each
connect ed equi pnent and devi ce. Specific requirenments include but not
are not linmted to:

[ a. PCC PO Alarns: | ]
(1) Power quality out of range Harnonics, Flicker
(2) Gid synchronization failure
(3) Frequency out of range
[(4) Voltage out of range]

[(5)____1]

[ b. Connected DER Al arns: | ]
[(1) Inverter fault]
[ (2) Communi cations failure]
[(3) Battery storage critical reserve |evel]
[(4) Start/run failure]
[(5) Generator Fuel Critical |evel]
[(B6) Generator Fuel systemleak or mal function]
[(7) Generator high tenperature]]

[ c. Sequence of Operation Failure Al arms:
[(1) Islanding failure]
[(2) Load shed failure]
[(3) Load restoration failure]
[(4) Breaker or Switch operational failure]
[ (5) Communi cation |oss for DERMVS]
[ (6) Sequence deviation]]

[ d. CGeneral Condition Al arns:
(1) Bus under and over-voltage
(2) Production shortfall; automatic |oad shed

(3) Bus phase inbal ance
(4) Internal microgrid fault
(5) Protective relay systemtripping
(6) Energency stop engaged; nanual or automatic
(7) Communications fault
Conmuni cati ons system fal |l back engaged

(8)
[(9)____1]

[ e. Additional Alarns: | ]
[(1) Renpte access to MCS initialized]
[(2) Fire alarmsystem alarm condition reported]
[ (3) Connected equi pnent trouble or nmaintenance al erts]

[(4)____1]

Control and Setpoint Adjustnment:

a. Equip Level 3 displays with intuitive for adjusting setpoints,
operational nodes, and control strategies, based on changing | oad
conditions and the availability of DER

b. 1 nmpl ement password-protected access for sensitive control functions
to ensure only authorized personnel can nake critical changes.
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Data Logging and Historical Trending: Include data |ogging and historica
trend visualization features in the HM, enabling operators to anal yze
past performance, identify patterns, and optim ze mcrogrid operations
over tine.

User Hel p and Support:

The HM nust include context-sensitive hel p and gui dance to assi st
operators in utilizing its features effectively and understandi ng
specific functions at each screen
Provi de docunmentation links or tooltips for conplex features to
enhance usability.

Responsi veness and Conpatibility: Design the HM to be responsive and
conpati ble with various devices, including desktops and tablets to
facilitate renmote nmonitoring and control

Local and Renmpte: Local controllers/relays may have HM w th subsets of
the primary HM, thus providing a cyber-secure backup system

Multiple instances of the Mcrogrid Control System HM may be provided for
geogr aphi ¢ conveni ence.

2.3.16 Wor kst ati on Hardware (Desktop and Lapt op)

EE R R R S I R R I R R I R S R R R I R S I R R I R R R S R R R R

NOTE: Coordinate with the project site to deternine
if the workstation(s) will be contractor supplied or
Gover nent Furni shed, or a m x where somne

wor kst ati ons are Government furnished and others are
contractor supplied: "Replace Brackets" instructions
1) Government furnished only : Keep first bracketed
text and renove the [as indicated]. 2) Contractor
supplied only: Keep the second bracketed text. 3)
Conbi nati on of Government furnished and Contractor
supplied: Keep all bracketed text. Wen keeping
bracketed text (Contractor supplied or conbination
of Governnent and Contactor supplied) note that
conput er technol ogy changes qui ckly and these

requi renments should be edited to reflect current
products. Default requirenments (current as of 2012)
have been provided in brackets.

EE R R R S I R R I R I R I R S R R R R S R R I R R R R R S R R R O

[ The Government will provide the][Provide a standard desktop conputer or a
| aptop neeting the follow ng m ninumrequirenents for the] Computer
Wor kst ati on Hardware (workstation) [as indicated].

2.3.16.1 Processor

2.3.16.1.1 Deskt op
Quad-core processor designed for desktop applications. Processor speed
nmust be at | east 75 percent of the speed of the fastest Intel desktop
processor comercially avail abl e.

2.3.16.1. 2 Lapt op

Quad-core processor designed for |aptop applications. Processor speed mnust
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be at |east 50 percent of the speed of the fastest Intel |aptop processor
conmerci al ly avail abl e.

2.3.16.2 Random Access Menory (RAM

[ ][ 300 percent of the recommended requirenments of the software to be
installed on the server[ and no |l ess than 8GH].]

2.3.16.3 Communi cations Ports
2.3.16.3.1 Deskt op
[ ][Six USB ports.]
2.3.16.3.2 Lapt op
[ ][Two USB ports, plus a PCMCI A card slot or an additional USB port,
plus an integral RS-232 serial port or an additional USB port and a USB to
RS- 232 serial adapter.]
2.3.16.4 Hard Drive and Controller
[2.3.16.4.1 Deskt op
[ 1[1.5TB] or larger with a SATA-3 controller
1[2.3.16.4.2 Lapt op
[ 1[250CB] or larger solid state drive
12.3.16.5 Optical Drive
[ ][ DVD-RWdrive]
2.3.16.6 Vi deo CQut put
2.3.16.6.1 Deskt op
[ 1[32-bit color with dual nonitor support mninmmresolutions of 1920
by 1080 at mininumrefresh rates of 70 Hz and dual DVI or display port
out puts. ]

2.3.16.6.2 Lapt op

[ ][32-bit color with a mninmumresolution of 1920 by 1080 at m ni mum
refresh rates of 70 Hz and VGA or HDM out put. ]

2.3.16.7 Network Interface
2.3.16.7.1 Deskt op

[ ][Integrated 1000Base-T Ethernet with RJ45 connector.]
2.3.16.7.2 Lapt op

[ ][Integrated 1000Base-T Ethernet with RJ45 connector and an

i ntegrated | EEE 802.11b/g/n wirel ess interface. The Laptop nust have a
physical switch for activation and deactivation of the wireless interface.]
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2.3.16.8 Moni t or
2.3.16.8.1 Deskt op
[ ][ Dual wi descreen flat panel LCD nonitors sized as indicated but no

| ess than600 nm 24 inch noninal with mninmmresolutions of 1920 by 1080
pi xels and a minimumrefresh rate of 70Hz.]

2.3.16.8.2 Lapt op

[ ][LCD Screen sized as indicated but no |l ess than 325 nm 13 inch
nom nal with a nmaxi num supported resolution of no | ess than 1600 by 900
pi xel s. ]

2.3.16.9 Keyboard and Smart Card Reader
2.3.16.9.1 Deskt op
[ 11101 key wired USB keyboard having a mini num 64 character standard

ASCI | character set based on ANSI INCI TS 154 and an integral smart card
reader conpatible with a Departnent of Defense Comobn Access Card (CAQ).]

2.3.16.9.2 Lapt op

[ ][ Standard | aptop keyboard. Internal smart card reader conpatible
with a Departnent of Defense Commobn Access Card (CAQ).]

2.3.16.10 Mouse
2.3.16.10.1 Deskt op

[ ][2-button wired USB optical scroll mouse with a mnimumresol ution
of 400 dots per inch.]

2.3.16.10.2 Lapt op

[ ][I ntegrated touch-pad plus a 2-button wired USB optical scroll nouse
with a mninumresolution of 400 dots per inch.]

2.3.16.11 Printers

Provide | ocal or network printers as indicated. Provide local printers

whi ch have a USB i nterface. Provide network printers which have a
100Base-T or faster interface with an RJ45 connection and a firmwvare print
spool er conpatible with the Qperating System print spooler.

2.3.16.11.1 Alarm Printer

Provide alarmprinters which use sprocket-fed fanfold paper with

adj ust abl e sprockets for paper width up to 280 mm 11 inches. Alarm
printers rmust have programmabl e control of top-of-form [Provide floor
stands with paper racks for alarmprinters.]

2.3.16.12 Operating System (QOS)

EE R R R S R R I R R I R S R R R R S R R I R I R R S R R R R O

NOTE: Coordinate with the project site to deternine
if the OS license will be contractor supplied or
Gover nnent Fur ni shed.
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EE R R S I R R I R I R I R S R R R O S R R I R I R R S R R R R

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: This subpart uses tailoring options to
i ndicate the Gold Master version to use.

EE R R R S I R R I R I R I I R S R R R O S R R I R I R R R R R R R

Provide the | atest version of the Arny [DI SA [ ] Gold Master W ndows
Operating System The Operating Systemnmedia will be furnished by the
Government. [Provide ][ The Governnent will provide] the Operating System
license.

.3.16.13 Virus Protection Software

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Coordinate with the project site to deternine
if the Virus Protection Software will be contractor
supplied or Governnent Furnished.

EE R I R R S I R R R I R I R S R R R R I R S I R R I R R R S R O S R R O

[Provide Virus Protection Software consisting of the project site's
standard virus protection software conplete with a virus definition update

subscription] [Virus Protection Software will be furnished by the
Covernment] .

2.3.16.14 Di sk I magi ng (Backup) Software

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Coordinate with the project site to deternine
SECTION 25 10 10 UTILITY MONI TORI NG AND CONTRCL
SYSTEM (UMCS) FRONT END AND | NTEGRATION i f the Disk
| magi ng (Backup) Software will be contractor

suppl i ed or Government Furnished.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

[ Provide Di sk imagi ng (backup) software capabl e of perform ng a bare-netal
restore (inmaging and restoring to a new blank hard drive such that
restoration of the inmage is sufficient to restore systemoperation to the
i mged state without the need for re-installation of software).] [Provide
Di sk i magi ng (backup) software consisting of the project site's standard
di sk i magi ng software.] [Di sk imaging (backup) software will be furnished
by the Governnent. ]

2.3.16.15 Supported Field Control Protocols

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: one of the integration methods for |egacy
systens is to use a protocol driver (a 'software
gateway') in the M&C software to integrate the

| egacy system and these requirenents permt the MC
Software to support protocols other than those
specifically required in this specification.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

Provi de M&C Sof t ware whi ch supports field control protocols as foll ows:
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.3.17 Renot e Access Har dwar e

[ Rempt e access outside of the installation is strictly prohibited. Renote
access is permitted only fromwithin the installation boundaries].

.3.17.1 Har dwar e Requi renents

Renot e access hardware nust be conpliant with cybersecurity protocols and
standards. This hardware nmust facilitate secure comruni cati on channels for
renote nonitoring, control, and mmi ntenance activities.

.3.17. 1.1 Firewal |l s

Depl oy advanced firewalls to segregate the MCS network from unauthori zed
access.

.3.17.1.2 VPN Gat eway

A Virtual Private Network (VPN) gateway must be installed to ensure
encrypted conmuni cati on.

.3.17.1. 3 Mul ti-Factor Authentication

I mpl enent multi-factor authentication nechanisns for all renote access
poi nt s.

.3.17.2 Redundancy and Fail over

For mssion-critical operations, redundant hardware configurations nust be
enpl oyed. Fail over capabilities nmust be automatic and tested to ensure
seam ess transition during hardware or network failures.

.3.17.3 Renot e Access Protocol s

Secure renote access protocols must be used, including but not limted to
SSH, HTTPS, and SNMPv3. These protocols nmust be configurable to neet

speci fic project requirenents.

.3.17. 4 Dat a Encryption

Data in transit must be encrypted using algorithnms that nmeet or exceed
i ndustry standards. Options for encryption algorithnms include [ AES][ RSA].

.3.17.5 Har dwar e Mai nt enance

Regul ar mai nt enance schedul es must be established for all renpte access
hardware. Firmvare updates nust be applied in a tinmely manner and in
accordance w th manufacturer reconmendations.

.3.17.6 Loggi ng and Monitoring

Al renpte access activities nust be | ogged and nmonitored in real-tine.
Alerts for unauthorized or suspicious activities nmust be configured to
notify designated personnel inmediately.

.3.17.7 Conpl i ance and Certification

Har dwar e and software components nust be conpliant with rel evant industry
standards and certifications, including but not limted to [N ST].

SECTION 26 37 13 Page 92



Additionally, all renote access hardware nmust obtain an Authority to
perate (ATO in accordance with the cybersecurity specification outlined
in the project documentation. Conpliance with this specification is
mandat ory for system depl oynment and operation

.3.18 Dat a Loggi ng and Event Recording
.3.18.1 Types of Data to be Logged
The system nust |og the follow ng types of data:

Vol tage, current, and power factor at all critical nodes
Frequency at the PCC and DER

Status of all circuit breakers and di sconnects

Alarms and fault conditions

Ener gy production and consunption netrics

Control signals sent and received

System nbde and state transitions

w e@rrooow

.18. 2 Dat a Loggi ng Frequency
Data nust be | ogged at varying frequencies depending on the paraneter

a. Electrical paranmeters such as voltage, current, and frequency: Every [1
second] [ 5 seconds]

System status and node: Every [10 seconds][30 seconds]

c. Alarns and fault conditions: I|Instantaneously

(o

.3.18.3 Data Storage Duration

Logged data nust be stored for a mninmum duration based on its type:
a. Electrical paraneters: [30 days][90 days]

b. System status and node: [7 days][30 days]

c. Alarns and fault conditions: [1 year][2 years]

.3.18. 4 Dat a Backup and Redundancy
Dat a nust be backed up in a secondary storage nmedi um and nust be
retrievable for [3 nonths][6 nonths].

.3.18.5 Event Recordi ng

Al'l significant systemevents, including but not limted to, fault

condi tions, nmode transitions, and nanual interventions, nmust be recorded
with a tinmestanp. These records nust be stored for a mnimumof [1 year][2
years] .

.3.18.6 Access to Logged Data

Logged data must be accessible through the MCS Human- Machi ne | nterface
(HM) and nust also be exportable in [CSV][XM.] format for further

anal ysi s.

.3.18.7 Data Security
Logged data must be encrypted and secured in conpliance with rel evant
cybersecurity standards, ensuring data integrity and confidentiality.

.4  COWUTER HARDWARE
Conputers used as mcrogrid controllers must nmeet the microgrid Computer

Har dwar e Specifications outlined herein. Computers used for visualization
and hi storian purposes may have significant data storage and visualization
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requi renents that few MC hardware platforns can neet. Therefore, conputers
with | ower performance criteria than the MC are selected here. All
conputers used on a microgrid nust abide by the follow ng mninum

requi renents:

Desi gned and nanufactured by an | SO 9001 US based certified nanufacturer
UL Listed to U S. and Canadi an safety standards

Rack- or panel - nount

Error-correcting code (ECC) nenory

No moving parts

MIBF mi ni mum of 10 years.

Meet or exceed | EEE 1613

Qperating Systemwi th m ni num of 10 years renmi ni ng support

Ti me synchroni zation to better than 4 ns, optional IRIGB

Two or nmore DVI-D ports with support for up to 3 nmonitors

PCl e expansion slots

SSD hard drive, sized to accommpdate 10 years of data storage or
| EEE 2030. 8, whichever is |onger

Dual power supplies, powered to the same DC standards as the MCS
control | er above

Two or nore Ethernet RJ45 ports

Al arm contact for annunciation

Optional RAID for hot swap data storage

Optional Confornmal coating for harsh environments.

Col d, Operational: |EC 60068-2-1, Severity Level: 16 hours at -40°C

Cold, Storage: |EC 60068-2-1. Severity Level: 16 hours at -40°C

Danp Heat, Cyclic: |EC 60068-2-30, Severity Level: 12 + 12-hour cycle
25° to 55°C, 6 cycles, >93%relative humdity

u. Danp Heat, Steady: |EC 60068-2-78, Severity Level: 40°C, 240 hours,

>93% relative humdity
v. Dry Heat, Operational: |EC 60255-1, Severity Level: 16 hours at 60°C
(E3-1505M CPU), 16 hours at 75°C (E3-1505L CPU)
w. Dry Heat, Storage: |EC 60255-1, Severity Level: 16 hours at 85°C
X. Vibration: |EC 60255-21-1, Severity Level: Endurance C ass 2

O FTe@meaoow

3

~ W S OT O S

.5 COVPUTER SOFTWARE

Al software used on the Conputer Software Specifications nmust have the
follow ng attributes:

a. Backup installation on storage nmedia outside the conputer, such as USB
or other storage device.

Li cense infornmati on and purchase warranty clearly docunented.

Product service bulletins and service patches free of charge.

No mandatory service fees for continuity of service.

Be provided by a long standing reputable company with a history of
supporting their software.

A obsol escence plan nmust be provided, including the viable software
alternatives should the primary software conpany go out of business.

g. Configuration/settings/ or code nust be provided for all software

integrated into the mcrogrid control system

Pano

—h

.5.1 Web Services - APl access
Public web access is strictly prohibited on DoD microgrid systens. Refer

to 25 05 11 CYBERSECURI TY FOR FACI LI TY- RELATED CONTROL SYSTEMS for
addi ti onal requirenents
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2.6 RACKS AND ENCLOSURES

2.6.1 Encl osur es

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: NOTE: In outdoor applications specify Type 3
unl ess hosedown of the enclosure is anticipated, in
whi ch case specify Type 4.

For retrofit projects in ol der nechanical roomnms or
where hosedown of the enclosure is anticipated
specify Type 4 enclosures. Type 4 provides a
greater degree of protection in dirty and wet

envi ronnents than does Type 2.
ER R IR I I R R R R R I I I R R R R I I R R R R S I I I R R R R I I I I R R R S I I I R O I I I R R R S I I I

Encl osures supplied as an integral (pre-packaged) part of another product
are acceptable. Provide two Enclosure Keys for each | ockabl e encl osure on
a single ring per enclosure with a tag identifying the enclosure the keys
operate. Provide enclosures neeting the followi ng m ni nrumrequirenents:

2.6.1.1 Qut door s

For encl osures | ocated outdoors, provide enclosures neeting NEVA 250 [ Type
3] [ Type 4] requirenents.

2.6.1.2 Mechani cal and El ectrical Roons

For encl osures |ocated in nechanical or electrical rooms, provide
encl osures neeting NEMA 250 [ Type 2][ Type 4] requirenents.

2.6.1.3 O her Locations

For encl osures in other |ocations including but not Iimted to occupied
spaces, above ceilings, and in plenumreturns, provide enclosures neeting
NENVA 250 Type 1 requirenents.

2.6.2 Equi pnrent Racks

Provi de standard 482 mm 19 i nch equi prent racks conpatible with the

el ectroni ¢ equi pment provi ded. Racks must be either alumnumor steel with
bolted or wel ded construction. Steel equipnment racks nmust be painted with

a flame-retardant paint. Guard rails must be included with each equi pnent

rack and have a copper grounding bar installed and grounded to the earth.

PART 3 EXECUTI ON

Provi de Q¥ QC control docunents including an explanation of their audit
points, both internal and external. Al phases of the project nust be

i ncl uded and t he docunents nust include pre-constructi on QC checkli st,

post -constructi on QC checklist and cl oseout QC checklist. The Contractor's
C Representative must verify each itemin the Checklist and initial in
the provided area to indicate that the requirenent has been nmet. The QC
Representative nust sign and date the Checklist prior to submssion to the
CGovernment. QC checklists nust indicate quality control checks of major
system functionality.
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3.

1 PLANNI NG

Prior to commencenent of any work, prepare and submit a Conprehensive
Execution Pl an delineating the approach, nethodol ogy, and sequence of al
activities necessary to execute the project in accordance with the

speci fied requirenents and schedule. Al elenents of the project,

i ncluding but not Iimted to design, procurenent, installation

i ntegration, testing, and comm ssioning are included in the plan. Ensure
that all requisite pernits, approvals, and notifications have been
obtained in a tinmely manner. Coordination is required with all rel evant
st akehol ders, including the Government, utility conpanies, and ot her
contractors, to ensure that all work is executed in a harnonized and
orderly manner, mninizing disruptions and optimi zing resource utilization

.2 DEVEL OPMVENT

Fol | owi ng approval of the detailed design, proceed with the procurenent of
all necessary materials, equipnent, and services in accordance with the
approved BOM and in conpliance with the specified standards and

requi renents. Execute the installation, integration, and testing of the
supplier specific systemin accordance with the approved pl ans, designs,
and testing plan. Ensure that all work is executed by qualified personne
in accordance with the best practices, and that all necessary neasures are
taken to ensure the safety, quality, and integrity of the system and
surroundi ng installations. Upon successful conpletion of all testing and
verification activities, coordinate with the Governnent and Commi ssi oni ng
Authority for the formal comm ssioning and handover of the supplier
specific system ensuring that all necessary docunmentation, training, and
support are provided as required.

.3 FACTORY TESTI NG

Conduct the Factory Test at a location and time approved by the
CGovernment. The CGovernnent will witness the factory test. If the system
fails a portion of a test, the Government will determ ne whether the
entire test or only the portion that failed nust be repeated.

Performfactory testing of the MCS as specified. Provide personnel

equi prent, instrunentation, and supplies necessary to performrequired
testing. Provide witten notification of planned testing to the Government
at least [21] [ ] days prior to testing, and do not give this notice unti
after receiving witten Governnent approval of the specific Factory Test
Procedures.

.3.1 FACTORY TESTI NG COVPLI ANCE

Factory testing procedures rmust be in conpliance with | EEE 2030.8, |EEE
Standard for the Testing of Mcrogrid control systens. Normative
(enforceable) |Ianguage within this specification requires a nunber of
mandatory tests, as in the Tabl es bel ow.

Table 3.1: | EEE 2030.8 Table 1, steady state grid connected scenari os
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Initial Conditions Initiating Events Measur es
PO breaker is closed Power system di sturbances VvV, f, P, Q settling tine,
Di spatch orders and i ncl udi ng upstream or overshoot, and SS val ues

obj ectives Power system
state; this includes the

br eaker statuses, power flow
condi tions, and unbal ance

| oads Expected mi ni num
average, and nmaxi mum export
and inmport of P and Q
Expected m ni num aver age,
and maxi mum | oad | evel s

Conbi nati ons of di spatchabl e
and non-di spat chabl e DER

m crogrid open or short
circuit conditions Trip of
DERs Set poi nt step change
Start and stop of |argest
| oad Action of all voltage
control devices

within contractual
requi rements and equi pnent
limtations.

Table 3.2: | EEE 2030.8 Table 2, steady state islanded scenarios
Initial Conditions Initiating Events Measur es
PO breaker is open Dispatch |Power system disturbances VvV, f, P, Q settling tine,

orders and obj ectives Power
system state; this includes
the breaker statuses, power
fl ow conditions, and

unbal ance | oads Expect ed

m ni num average, and

nmaxi mum | oad | evel s

Conbi nati ons of di spatchabl e
and non-di spat chabl e DER

including mcrogrid open or
short circuit conditions
Trip of DERs Setpoint step
change Start and stop of

| argest | oad Action of all
vol tage control devices
Total P and Q | oad
decreased/increased or DER
contributions increased/
decreased to the point at
which each DER is forced to
antici pated m ni nuni maxi num
production |evels

overshoot, and SS val ues
wi t hin contractual

requi rements and equi pnent
limtations.

Tabl e 3. 3:

| EEE 2030.8 Table 3, planned islanding transition scenari 0os
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Initial Conditions Initiating Events Measur es
PO breaker is closed Recei ve pl anned i sl andi ng VvV, f, P, Q settling tine,
Di spatch orders and comand overshoot, and SS val ues

obj ectives Power system
state; this includes the

br eaker statuses, power flow
condi tions, and unbal ance

| oads Expected mi ni num
average, and nmaxi mum export
and inmport of P and Q
Expected m ni num aver age,
and maxi mum | oad | evel s

Conbi nati ons of di spatchabl e
and non-di spat chabl e DER

wi t hin contractual

requi rements and equi pnent
limtations.

Table 3.4: | EEE 2030.8 Table 4, Unplanned islanding transition scenarios
Initial Conditions Initiating Events Measur es
PO breaker is closed Unpl anned PO di sconnection |V, f, P, Q settling tineg,

Di spatch orders and

obj ectives Power system
state; this includes the

br eaker statuses, power flow
condi tions, and unbal ance

| oads Expected mi ni num
average, and maxi mum export
and inmport of P and Q
Expected m ni num aver age,
and nmaxi mum | oad | evel s Open
circuit, short circuit, or
system vol tage or frequency
devi ati ons from contractual
ri de-through requirenents.
Conbi nati ons of di spatchabl e
and non-di spat chabl e DER

overshoot, and SS val ues
wi t hin contractual

requi rements and equi pnent
limtations.
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Initial Conditions

Initiating Events

Measur es

PO breaker is open System
de-energized in all cases
Start with all DER avail abl e
or constrained (see NOTE 2)
Al'l | oads connected or

di sconnect ed

Bl ack start requested

VvV, f, P, Q settling tine,
overshoot, and SS val ues
wi t hin contractual

requi rements and equi pnent
limtations.

Tabl e 3.5: | EEE 2030.8 Table 5, Reconnection test scenarios
Initial Conditions Initiating Events Measur es
PO breaker is open Dispatch |Reconnection signal received |V, f, P, Q settling tine,
orders and obj ectives Power overshoot, and SS val ues

this includes
power

system st at e;
the breaker statuses,
fl ow conditions, and
unbal ance | oads Expect ed

m ni num average, and

maxi mum export and inport of
P and Q Expected mi ni num
average, and nexi num | oad

| evel s Conbi nati ons of

di spat chabl e and

nondi spat chabl e DER
Frequency and vol t age

di fference across the PO
out of specification
Live/live, liveldead,

dead/ dead bus scenarios to
be tested Start with
constrai ned DER capacity
(ramp rate or other

constrai nts making the
reconnection difficult.) Al
non- di spat chabl e DERs set at
the highest and | owest power
needs for the test. Use tinme
varying |loads or DER in sone
cases Mcrogrid | oad greater
than total DER capacity

within contractual
requi rements and equi pnent
limtations.

Nor mat i ve (enforceabl e)

specific set of data collection for each test,

Tabl e 3. 6:

| anguage within this spec
as
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Type of data |Mnimumtime |Mnimm M ni mum Requi r ed Required to
collection synchroni zed |sanple rate anmplitude data to meet
accuracy accuracy col I ect | EEE 2030. 7
Sequence of One quarter One quarter N A Digital data |Yes
events (SOE) |power system |power system only.
records cycle cycle. Exanpl es
(0.004166 s are:
for a 60 Hz Swi t chi ng
systen devi ce
(breaker,
recl oser,
and switch)
open and
cl ose
st at us,
conmands,
protection
el ement s,
control
out puts and
interlocks
Event One quarter One quarter 1% of Vol t age and Yes
osci |l | ography |power system |power system |nom nal current of
(CsO) cycle cycle vol tage and al | phases
20 tinmes
noni nal
current
Cont i nuous One quarter 100 ms 1% of Vol t age and Yes
dat a power system nom nal current of
collection cycle vol tage and al | phases
(CDO) 20 tines
noni nal
current

Al testing nust adhere to normative field data collection at Level 3, per
the | EEE standard section C. 2 repeated bel ow.
Level 1 - Data nust be collected at and on both sides the PO for any

mcrogrid with one DER

Level 2 -
with two or

Data nust be collected at every DER and PO for any microgrid
nore DER

Level 3 - Data nust also be collected at the | oad(s) and the DER for any
| oad greater than 50% of the |argest DER and for any single |oad |arger
than 10% of the maxi mumtotal power consumed by the mcrogrid.

3.3.2 FACTORY TEST SETUP

Performa Factory Test to denpbnstrate the capability of the proposed
control systemsolution to neet the requirenents of project specifications.
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Design the Factory Test Setup to represent the systemas it will be
fielded and to denpnstrate the capability of the systemto neet the
requi renents of the project specification

Performthe Factory Test using equi pnent and software of the sane
manuf acturer, nodel and revision as will be used for the specified
project. At a m ninmm

a. Include at |east one of each nodel of electronic instrumentation,
nmetering, control, relay, 10 gateway, router, and control device to
be used on the project.

b. Include at |east one network of each type to be used on the project.

c. Al electronics nmust be progranmed as cl ose as possible to how they are
i ntended to be install ed.

d. Include hardware in the loop simulation that enul ates sone portion of
the facilities. Include testing of overload, islanding, short circuit
faults, open circuit faults, restoration, |oad accel eration, frequency
col | apse, voltage collapse, black starting, dispatch, |oad shedding,
| oss of DER, |oss of |oad feeder, |oad sw ngs, PV shading, and nore.

Bl ack start nodeling must show both cold | oad pi ckup and transforner
i nrush analysis. Data collection and testing sequences wll be
sufficient to self-certify conpliance with | EEE 2030. 8.

e. Include a representative set of project points as shown on the project
desi gn poi nts schedul es.

f. Denmonstrate a minimum/[20% 80% of the design Sequences of operation
and control

g. Demonstrate black start within paraneters of "Island-Mdde Bl ack Start
Capability" as specified in this section

.3.3 Factory Test Procedures

Submit Factory Test Procedures Include the following information, at a
m ni mum to docunment the factory test setup:

a. Systemone-line block diagram of equi pnent used in the factory test
identifying conputers (servers and workstations), network hardware,
processor or controller hardware, and other instrumentation including,
but not Iimted to, sensors, actuators, test signal generators, and
net ers.

b. System comuni cation architecture diagram of the setup. If the test
setup differs fromthe field, then a sutmmary of the differences
bet ween the factory and field comruni cati on architectures.

c. Systemdata flow diagramof the setup. If the test setup differs from
t he
field, then a summary of the differences between the factory and field
conmuni cati on data fl ow di agrans.

d. Systemtining riser diagramidentifying timng distribution and signa
converters to include [IRRGB][NTP][ ].

e. System hardware description used in the factory test.

f. System software description used in the factory test.

g. Points Schedul es for each controller showi ng the configuration to be
used
during the test. Points Schedul es nmust include the follow ng
infornation at a mninum device address, point descriptions, network
poi nt names and types, hardware point types, settings and ranges
i ncluding units.

h. Required passwords for each operator access |evel.

i. List of other test equipnent.
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j. Test procedures. The test procedures must consist of detailed
instructions
for test setup, execution, and evaluation of test results. Wthin the
procedures define |ocation of tests, mlestones for the tests, and
identify simulation prograns, equipnment, personnel, facilities, and
supplies required.

3.3.4 Factory Test Report

Upon conpl etion of the Factory Test provide a Factory Test Report
docunenting the Factory Test. Include a copy of the Factory Test
Procedure, and copies of the executed test procedures separated by test.
For each test, include date perfornmed and identify the Governnent
representati ve who witnessed and approved the test. If a portion of any
test failed, docunment the failure and corrective action

Submit the Factory Test Report within 7 cal endar days after conpleting the
tests. Ontain approval for the test before shipping the unit. Ensure
factory test reports bear the signature of an official authorized to
certify on behalf of the MCS manufacturer that the system neets the
specified requirenments as outlined in the "Factory Testing" paragraph
Present test reports in booklet form tabulating factory tests and

nmeasur enents performed upon the systemis installation and testing. The
reports must state the Contractor's name and address, the project nane and
| ocation, and list the specific requirenents being certified.

Docurent and submit all nonconformances and track themto ensure they are
resol ved acceptably. The docunmentation nethod will vary based on the
nonconf or mance type, detection point, and detection nethod.

Docurment and submit serious, critical, and/or major nonconfornmances
through a formal inspection, testing, and validation procedure. Submt
t hese procedures before conducting inspections, testing, or validation

The supplier must within submtted reports indicate whether the w thstand
certification is based on actual testing of assenbled conponents or on
calculation. Additionally, the supplier nust validate and endorse the
desi gn docunentation and i nplenentation technically.

.4 Real Tine Hardware in the Loop (H L) Testing

Real tine hardware in the |oop factory testing [is/is not] required for
the project. High risk, conplex, or large mcrogrid projects [may][is not
permtted to] be tested while attached to an operational microgrid used by
[the custoner][government facilities][mssion]. To include:

H L Sinulation of the power system DERs, breakers, transforners,
inverters, and LTC/ OLTC nust be conpleted for each operational state.
Each test nust include the following fidelity:

[a. Full fidelity: 80 microsecond or faster update interval solution
of the nultiple difference equations solving the el ectromagnetic
equations. This to show accurate results in faults, protection,
nmechani cal equi prent, inverter dynam cs, exciter saturation, inrush
phenonena, Power flow solutions. J[Partial fidelity: 500 mllisecond
or faster update interval. This to show accurate results only in power
flow sol ution.]

b. Relays, 1/0O nodules, and controllers connected to the H L node
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i ncluding netering, status, and control signals.

c. Real time nodels nust be validated in a report. Validation to include
proof of accurate response of mechanical and electrica
characteristics of a power system

d. Real time HIL nodels nmust show the MCSS in full operation under
conditions such as overload, islanding, short circuit faults, open
circuit faults, restoration, |oad acceleration, frequency coll apse,
vol tage col | apse, black starting, dispatch, |oad shedding, |oss of
DER, | oss of |oad feeder, |oad sw ngs, PV shading, and nore.

e. Black start nodeling rmust show both cold | oad pickup and transformer
i nrush anal ysi s.

f. Data collection and testing sequences will be sufficient to
self-certify conpliance with | EEE 2030. 8.

.5 EXI STI NG CONDI TI ONS

Prior to the installation of the mcrogrid controller system a
conprehensive Site Assessnent Survey nust be conducted and a site
assessnment survey submitted to evaluate the existing conditions and

i nfrastructure. The assessnent ainms to provide essential information for
designing and inplementing the mcrogrid controller systemin a nmanner
that optimally integrates with the site's existing infrastructure.

.6 ASSESSMENT CONSI DERATI ONS

The site assessnent survey is to include, but not be limted to, the
foll owi ng key factors:

a. Electrical Infrastructure: A thorough evaluation of the existing
electrical infrastructure, including the condition of swtchboards,

di stribution equi pment, transformers, and interconnection points that
nust be controlled by the mcrogrid control system Any necessary
upgrades or nodifications required for the integration of the
mcrogrid control system must be identified.

b. UWility Interconnection: Exam nation of the utility interconnection
poi nt and assessnment of its conmpatibility with the mcrogrid control
system Coordination with the utility provider, as needed, to ensure a
seam ess interface

c. Environmental Conditions: Assessnent of environmental conditions,
including climate, tenperature extrenes, humdity, and exposure to
el ements and possible i npact of these conditions on the mcrogrid
control system s components as well as protection neasures nust be
provi ded.

d. Structural Readiness: Evaluation of the structural readi ness of
bui | di ngs or support structures where mcrogrid conmponents are
intended to be installed. This includes structural integrity
assessnments and any necessary nodifications to acconmpdate the system

e. Safety Conpliance: Verification of conpliance with safety codes and
regul ations for existing electrical infrastructure, ensuring that
safety standards are nmet when integrating the microgrid control system

f. Access and Cl earance: Assessnment of access routes, clearance
requi renents, and space availability for equipnent installation. Any
obstructions or constraints that nay affect the installation process
are to be identified and addressed.

.6.1 Docurnent ati on and Reporting

The findings of the site assessnment are docunmented and reported in the
site assessnent survey. The docunentation nust include, but not be linmted
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to, the follow ng:

a. Site Assessnent Report: A detailed report outlining the existing
condi tions, including photographs, neasurenents, and descriptions of
the site's electrical infrastructure, environnental conditions,
structural readi ness and ot her noteworthy findings.

b. Recomendati ons: Recommendations for necessary nodifications, upgrades,
or adjustnents to the existing conditions to facilitate the seanl ess
integration of the mcrogrid control system

c. Safety Conpliance Report: A report confirm ng the conpliance of the
existing electrical infrastructure with safety codes and regul ati ons.
I f non-conpliance issues are identified, a plan for bringing the
infrastructure into conpliance nust be included.

d. O earance and Space Requirenents: Docunentation specifying the required
access routes, clearance areas, and space allocations for equi prment
installation.

The Assessnent report is submitted within [21][ ] days of the assessnments.
.7 FUTURE EXPANSI ON CAPABI LI TI ES

The MCSS desi gn documents rmust show the followi ng attributes associ at ed
wi th future expansion.

M crogrid designer nust select technology that is ready for increnental
design, procurenent, installation, conm ssioning, test, and nai ntenance.
The following attributes are required:

a. Incremental design. Future DER of any sort (generator, inverter
renewabl e, storage, etc) and configured w thin acceptabl e operationa
nodes (See DER npde sel ection chapter) nust be shown to operate

i sl anded and grid connected while sinultaneously paralleled to any DER
proposed by the present design. Protocol capability of the specified
m crogrid control system must use established standard protocols which
are expected to be supported by future DER includi ng Modbus or

M L- STD- 3071.

ncremental procurenent. DER, switchgear, controllers, relays, and any
equi pnment with mcroprocessors nust be designed in packages that can
be purchased separately at different tines/years and with backwards
conpati bl e guarantees of interoperability.

ncremental installation. DER, sw tchgear, controllers, relays, and any
equi pnment with mcroprocessors procured increnmentally nust be capabl e
of being installed wi thout dependency on other equi pnent and nust have
backwar ds conpati bl e guarantees of interoperability.

ncrement al conmi ssioni ng. DER, sw tchgear, controllers, relays, and
any equi pnent with mcroprocessors installed incrementally nust be
capabl e of being commi ssioned wi thout dependency on ot her equi prment
and nust have backwards conpati bl e guarantees of interoperability.
ncremental test. DER, switchgear, controllers, relays, and any

equi pnment with nicroprocessors conmi ssioned increnentally nust be
capabl e of being tested w thout dependency on other equi pnent and mnust
have backwards conpati bl e guarantees of interoperability.

ncrement al mai nt enance. DER, switchgear, controllers, relays, and any
equi pnment with nicroprocessors conmi ssioned increnentally nust be
capabl e of being nai ntai ned w thout dependency on other equi pnment and
nust have backwards conpati bl e guarantees of interoperability.

(o

o

o

@

—h
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3.

3

8 DRAW NGS AND CALCULATI ONS

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Two types of system conmunication architecture
di agrams are mandatory for all mcrogrids. These are
required for the audit, performance validation

mai nt enance, testing, and RMF

A system conmuni cati on architecture (aka
"architecture') diagram This is a detailed bl ock

di agram or system architecture diagramillustrating
the overall structure and hierarchy of the nmicrogrid
control systemto include all physical ports (e.g.
RJ45 or DB9) and all conmunication cables in the
system C ouding of network infrastructure is not

al | owed.

A data flow diagram (DFD) illustrating all virtua
connections and the intent of the physical |ayer
conmuni cati ons architecture to include protocols
used and a sunmary of the data transmtted on each
conmuni cati on channel. 10 point lists further

el aborate on the contents of these DFD channel s.

EE R R R S I R I R I R I R S R R R R S R R I R R R R R S R R O

.8.1 Net wor k Bandwi dt h and Usage Cal cul ati ons

Provi de MCS Network, RI/O and HM networ ks Bandwi dth Usage Cal cul ati ons
for a normally | oaded and a heavily | oaded control system Provide

Cal cul ations for network traffic at the HM Server and master PLCs. A
heavily | oaded network is characterized as one performng the follow ng
activities simultaneously:

a. Trending a nunmber of points equal to the specified m ni mum nonitoring
and control software trending capacity at 15-minute intervals.

b. Trending (for loop tuning) 20 points at 2 second intervals.

c. Viewing 500 points via workstations with a 5 second update interval

d. Transmitting | oad shed conmands to 2,000 devices in a 1 ninute interval.

e. Viewing of 10 system display graphic screens of 50 points each via
browsers. A normally | oaded network is characterized as one performn ng
the follow ng activities sinultaneously:

f. Trending 500 points equal at 15-ninute intervals.

g. Viewing 100 points via workstations with a 5 second update interval.
h. Transmtting | oad shed commands to 200 devices in a 1
m nute interval.
i. Viewning of 2 systemdisplay graphic screens of 50 points each via
br owsers.

.8.2 Draft As-Built Draw ngs

Provide Draft As-Built Drawi ngs consisting of Points Schedul e draw ngs for
the entire MCS and an updated Contractor Design Draw ngs including details
of the actual installed systemas it is at the conclusion of Start-Up and
Start-Up Testing.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: The desi gn docunments nust include the design
version of the drawings listed below. The intent is
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to require the contractor to update the docunments as
necessary based on the specific conponents sel ected.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

The Contractor Design Drawings required to include, at a mninum

a. Electrical Layout Diagramillustrating the najor conponents
within the microgrid boundary and how they are interconnected both
electrically and via conmuni cati on networks. It includes the

| ayout of all DERs and their connections.

b. Electrical Schenmatics including detailed single-line and
three-line systemdiagrans that provide a conprehensive view of
the electrical distribution system depicting how each conmponent
is electrically connected within the mcrogrid.

c. Control Logic Diagrans outlining the logic used to control the
operation of the mcrogrid, highlighting the flow of control
signal s anong different devices and systens. Di agrans nust be in
accordance with | SA 5. 2.

d. Functional Block D agranms which show the basic functions of the
mcrogrid system and how they interact, breaki ng down conpl ex
system behaviors into sinpler, functional parts.

e. Panel Layouts as detail ed diagrams show ng the |ayout of
control panels, including the arrangenment of components such as
controllers, meters, and protective devices, as well as the

| ocation of HM conponents.

f. Cable and Conduit Routing Plans that specify the paths for

el ectrical cables and conduits, ensuring that all components are
properly connected and that the routing complies with safety and
operational requirenents.

g. DER Integration Plans docunenting how vari ous existing and new
DERs are integrated into the mcrogrid, including considerations
for interoperability, control, and energy managenent.

h. Conmuni cation I nterconnection Di agramincluding a visua
representati on of the comruni cati on network within the nicrogrid,
detailing how different devices and systens conmuni cate with one
anot her.

i . Conmuni cation Functional Block D agranms per standard |EC 61131-3
whi ch depict the functional aspects of comunication within the

m crogrid, showing the fl ow of data and control signals between
devi ces.

j. Data Flow Diagramillustrati ng how data nmoves through the
mcrogrid system identifying the sources, paths, and destinations
of data, and how it is used for control and deci si on-naking.

k. System |1 O Points List for all points nonitored and interfaced.

In addition to the details shown in the design drawi ngs, the as-built
drawi ng rust i ncl ude:
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| P address(es) as applicable for each piece of network hardware.

| P address for each server, workstation, and printer

c. Network identifier (nane) for each printer, conmputer server and
conput er wor kstati on.

d. CEA-709.1D address (donmai n, subnet, node address) for each CEA-709.1D

TP/ FT-10 to | P Router.

oo

Provide Draft As-Built Drawi ngs upon the conpletion of Start-Up and
Start-Up Testing, and Final As-Built Draw ngs upon conpletion of PVT Phase
.

3.9 | NSTALLATI ON REQUI REMENTS
3.9.1 Cener a

Start installation after Government acceptance of the Product Data and
Shop Drawi ngs. Install system conmponents as shown and specified in
accordance with the nanufacturer's instructions and provi de necessary

i nterconnections, services, and adjustnents required for a conplete and
operabl e system Conmuni cati on equi prent and cabl e grounding installed to
precl ude ground | oops, noise, and surges from adversely affecting system
operation. Fiber Optic cables and wiring in exposed areas, including |ow
voltage wiring but not including network cable in tel ecomrunication
[racks][roons], installed in nmetallic raceways as specified in Section

26 20 00 I NTERI OR DI STRI BUTI ON SYSTEM Adj ust or repl ace devi ces not
conforming to the required accuraci es. Factory seal ed devices are

repl aced (rather than adjusted).

3.9.2 | sol ati on, Penetrations, Cl earance

The MCS nust be conpletely installed and ready for operation, as specified
and shown. Dielectric isolation nust be provided where dissimlar netals
are used for connection and support. Penetrations through and nounting
holes in any building exteriors nmust be nmade watertight. Holes in
concrete, brick, steel and wood walls nust be drilled or core drilled with
proper equi pnent; conduits installed through openings nust be sealed with
materials which are conpatible with existing materials. The MCS
installation nust provide clearance for control-system nai ntenance by

mai nt ai ni ng access space between coils, and other access space required to
calibrate, remove, repair, or replace control-system devices. The

control -systeminstallation nust not interfere with the cl earance

requi renents for any other system maintenance such as el ectrical or
mechani cal devi ces.

3.10 | NSTALLATI ON OF EQUI PVMENT
Install equipnent as specified, as shown and as required in the
manufacturer's instructions for a conplete and fully operational control
system

3.10.1 Vi bration and Sei smc Control
Al'l equi pment and the installation of equipment covered by this
specification nust conply with the seismc requirenents as specified in
26 05 48 SEI SM C PROTECTI ON FOR ELECTRI CAL EQUI PMENT

3.10.2 Wre and Cabl e

Syst em conponents and appurtenances nust be installed in accordance with
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NFPA 70, manufacturer's instructions and as shown in drawi ng set. The
raceways shown in the drawi ngs are diagrammtic and nust be coordinated
wi t h equi prent being installed. Additional raceways not shown in the
drawi ngs but required for proper system operation nust be provided and
installed. Uilize separate raceways to segregate cables for redundant
equi pnment and systens. Raceway sizes may be increased to accommmopdate
manuf acturer's cables or to acconmpdat e supplied cables that have

di fferent outside dianeter than cables specified. Costs associated with
raceway changes must be borne by the Contractor. Cables rmust conply with
t he equi pnent nmanufacturer's requirements. Should specified cables not
nmeet manufacturer's requirenments, install appropriate cable conplying with
manuf acturer's requirements. Costs associated with cable substitution
based on manufacturer's requirenents nmust be borne by Contractor
Necessary interconnections, services, and adjustnents required for a
conpl ete and operabl e signal distribution system nust be provided.
Conponents must be | abel ed in accordance with Tl A-606.

Conduits, outlets and raceways nust be installed in accordance with

26 20 00 I NTERI OR DI STRI BUTI ON SYSTEM The wiring nmust be installed in
accordance with TIA/El A-568. 1-D and as specified in 26 20 00 | NTERI OR

DI STRI BUTI ON SYSTEM Wring, and term nal blocks and outlets nust be

mar ked i n accordance with Tl A-606. Cables nust be installed in the sane
cable tray, utility pole conpartment, or floor trench conpartnent with ac
power cables. Cables not installed in conduit or wi reways nust be properly
secured and neat in appearance.

3.10.2.1 LAN Cabl es and Connecti ng Hardware

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Include in the project specification any of
the following UFGS for the appropriate BTC. Section
27 10 00 BUI LDI NG TELECOVMUNI CATI ONS CABLI NG SYSTEM
Section 33 82 00 TELECOVMUNI CATI ONS OUTSI DE PLANT
(CsP)

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

Provi de data transni ssion systens for comunication [between PLCs][ and
][ between PLCs and the central station][ and ][server] as specified in

[ Section 27 10 00 BU LDI NG TELECOVMUNI CATI ONS CABLI NG SYSTEM [ Secti on 33
82 00 TELECOVMUNI CATI ONS QUTSI DE PLANT (OSP)] and as i ndicat ed.

3.10.2.2 Unshi el ded Twi sted Pair Patch Panel s

Pat ch panel s nust be nounted in equi pment racks with sufficient nodul ar
jacks to accommodate the installed cable plant plus 10 [20] percent
spares. Cabl e gui des must be provi ded above, bel ow and between each panel

3.10.2.3 Fi ber Optic Patch Panels

Pat ch panel s nust be nounted in equi pment racks with sufficient ports to
accommodate the installed cable plus 10 [20] percent spares. A slack |oop
of fiber nust be provided within each panel. Loop must be 3 feet in

| ength. The outer jacket of each cable entering a patch panel nust be
secured to the panel using clanps or brackets specifically manufactured
for the purpose of preventing novenent of the fibers within the panel

DIN rail mounted patch panels nmust also be installed where building fiber
enters MCS encl osures or sw tchgear.
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.10.2. 4 Equi pnrent Racks

Equi prent racks/cabi nets nmust be provided and installed in accordance with
Section 27 10 00 BUI LDI NG TELECOVMUNI CATI ONS CABLI NG SYSTEM

.10.2.5 Rack Mounted Equi pnent

Equi pnent to be rack nounted must be securely fastened to racks by neans
of the manufacturers recomended fasteners.

.10.2.6 Term nati on

Cabl es and conductors nust sweep into ternmi nation areas; cables and
conductors must not bend at right angles. The nanufacturer's m ni num
bendi ng radi us nust not be exceeded. Wen there are nultiple systemtype
drops to individual panels, relative position for each system nust be
mai nt ai ned on each systemterm nati on bl ock or patch panel

.10.2.7 Unshi el ded Twi sted Pair Cabl e

Each pair nust be termi nated on appropriate outlets, termnal blocks or
patch panels. No cable is allowed to be unterm nated or contain

unterm nated el ements. Pairs must remain twisted together to within the
proper distance fromthe term nation. Conductors nust not be danaged when
renoving insulation. Wre insulation nmust not be damaged when renovi ng
out er jacket.

.10.2.8 Shi el ded Twi sted Pair Cabl es

Each cabl e nust be term nated on panel -nounted connectors. Cables nust be
grounded at patch panel s using manufacturer's recomended nethods. Shield
braid is to be continuous to connector braid ternmnator. Wre insulation
nmust not be damaged when renoving shield

.10.2.9 Fi ber Optic Cable

Each fiber nmust have connectors installed. The pull strength between the
connector and the attached fiber nust not be |ess than 25 pounds. The
mated pair | oss, without rotational optimzation, nust not exceed 1.0 db

.10.3 Pat hways

Shop draw ngs nmust provide a conprehensive plan for the establishnment of
pat hways within the mcrogrid control system This plan nmust include:

Cabl e Routing: A detailed |ayout of cable routing throughout the system
ensuring that cables are organi zed, secured, and protected from
potential damage.

Conduit and Tray Systens: Conduit and cable tray systens, including
materials, sizes, and installation methods, to accommpdate vari ous
cabl es and wires.

Separation of Services: Cear separation of power and conmuni cation cables
to prevent interference and ensure safety.

Support Structures: Provision for support structures, such as cable trays,
| adder racks, and nounting brackets, to securely fasten cables and
prevent saggi ng or stress on the cables.

Conduit Sealing: Proper sealing of conduits to prevent the entrance of
noi sture, dust, or contam nants.

Cabl e Managenent Devices: Uilization of cable ties, clanps, and routing
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accessories to naintain cable organi zati on and prevent tangling.
Cabl e Guards: Installation of cable guards or covers to protect cables
from physi cal damage or acci dental contact.
EM / RFI Shi el di ng: Shi el di ng neasures to protect sensitive communication
cables fromel ectromagnetic and radi o frequency interference.

.10. 4 I dentification

Al'l cables and mcrogrid control equipment within the mcrogrid contro
system nmust be appropriately identified and | abeled for easy nai ntenance.
Label s nust include cabl e/ equi pnent type, function, and any other rel evant
infornmation to facilitate troubl eshooting and system nmanagenent .

.10.5 Groundi ng and Bondi ng

Signal distribution systemground nmust be installed in accordance with
TI A-607 and 26 20 00 | NTERI OR DI STRI BUTI ON SYSTEM  Equi pnent racks must
be connected to the electrical safety ground.

.10.6 Ref erence Vol t ages

Equi prent racks and equi prent contai ned within nust be securely connected
to the electrical safety ground to nmaintain a safe reference voltage

.10.7 Groundi ng

Desi gn documents must provide detail ed cal cul ati ons and desi gns of system
groundi ng, lightning grounds, static grounding, equipnent grounding,
saf ety groundi ng, as appropriate.

System grounds on microgrids are primarily designed to prevent equi prent
overvoltage. Mcrogrid systens without a system ground reference conmonly
experi ence overvoltage conditions due to single phase |oads, faults,

swi tching transients, or unbal anced capacitive coupling between phases and
earth ground. In a three phase system not designed for ungrounded
operation and with no reference to ground the phases can achi eve damagi ng
voltage | evels. Overvoltage conditions cause surge arrestors, |ightning
arrestors, or insulation flash over in primary equi pnment. Once the first
phase finds ground during this flash over, the other phases can rise to
173% of nom nal voltage.

Al though a microgrid nay only have one perceived island, for grounding

systens the design engineer nust identify two types of isolated ground

i sl ands.

Electrically (galvanically) isolated grid sections such as when a circuit
breaker is open. Be advised that in nost four wire systems the neutra
stays in service with three pole disconnection neans, e.g., circuit
breakers and di sconnects.

Magnetically isolated grid sections such as occur at every transforner
with certain transforner configurations.

Desi gns must show each ground island, either galvanically or magnetically
fornmed, to have their own system ground(s).

Groundi ng must adhere to one or nore of the foll ow ng code standards:

NEC (NFPA 70) rules apply to system groundi ng bel ow 1000V.
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Above 1000V, grounding systems are subject to utility jurisdiction
Desi gner to base their 1000 V and above designs on the local utility
standards. In the absence of utility standards, designs nust comply
wi th | EEE st andards C62.92.

.10.8 Surge Protection

Equi pnent connected to ac circuits nmust be protected agai nst or withstand
power-1ine surges. Equipment protection nust meet the requirenents of

| EEE C62.41.1 and | EEE C62.41.2. Fuses are not to be used for surge
protection.

Digital and anal og i nputs and outputs nust be protected agai nst surges

i nduced on control and sensor wiring installed outdoors. The inputs and
out puts rmust be tested in both the nornmal and conmon node using the
followi ng two waveforms: The first waveform nust be 10 nicroseconds by
1000 microseconds with a peak voltage of 1500 volts and a peak current of
60 anperes. The second waveform nust be 8 m croseconds by 20 nicroseconds
with a peak voltage of 1000 volts and a peak current of 500 anperes.

11 APPLI| CATI ON

Provi de MCS capable of for real-tine nmonitoring, control, optimzation
and di spatch of DER in both grid-connected and islanded nodes. The
control |l er rmust provide advanced functionalities to interface with a wide
range of DERs, ensuring safe, secure, and resilient operation of the

m crogrid.

.12 | NTEGRATI ON OF FI ELD CONTROL SYSTEMS

212,11 Install Control Hardware

Al'l hardware components of the microgrid control system including
processors, |/O nmodul es, comunication devices, and interface units, mnust
be installed in conpliance with manufacturer reconmendati ons and

| EEE 2030. 8 requirenents.

.12.2 Add Field Control System

Integration with the field control systems of various DERs nust be
performed through standardi zed comuni cati on protocols such as Mdbus,

| EC 61850, and DNP3. Suitabl e gateway devices or protocol converters may
be employed if direct integration is not feasible.

.12.3 Confi gure Software

The microgrid control system software must be configured to match the
specific requirenments of the project, including DER types, ratings,
conmuni cati on settings, and desired operational nodes. Necessary dat abase
paranmeters |ike DER setpoints, limts, and grid interconnection

requi renents nmust be accurately entered.

.13 FI ELD QUALI TY CONTROL

.13.1 Tests

.13.1.1 Di spat ch Functi ons

Val idate the dispatch capability of each DER by sending appropriate
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control commands. Confirmranp rate controls, start/stop sequences, and
set poi nt adj ustnents as per design.

3.13.1.2 Transi ti on Functions

Test transition between grid-connected and islanded nodes and vice versa.
Val i date the snmooth swi tchover wi thout power interruptions or excessive
transients.

3.13.1.3 Gi d-Fol | owi ng Synchroni zati on

Using the external grid as reference, each DER in unison or in tandem as
outlined in the sequence of control, nust synchronize, and connect either
at the point of interconnection, or the point of connection for each DER

For a central -plant type architecture, define the sequence of operation
with regard to powering the connected | oads (via external grid or via DER
bef ore interconnection).

Ensure that the voltage waveforns of the DERs are in phase with the
external grid to allow for proper synchronization and connection. Ensure
that the connection type (delta or wye) of the DERs matches that of the
external grid to ensure proper synchronization and connection

3.13.1. 4 I sl anded Grid-Form ng Synchronization

During islanded operations designate a primary DER as the grid-form ng
unit and validate its ability to formthe grid. Al other DERs nmust be
checked for synchronization capability to this primary source. In
alternative designs where all DERs are grid-formng with droop
characteristics, test and validate each DER s capability to operate in
thi s node.

3.13.1.5 Load- Fol | owi ng, Load- Sheddi ng, and Energy Managemnent

Validate the controller's capability to adjust DER dispatch in response to
real -tine |oad variations. Test and confirmthe | oad-sheddi ng schenes,
ensuring prioritized shedding of non-critical |oads during supply
shortages. The controller rmust al so denonstrate efficient energy
management, optim zi ng DER di spatch for econom c operations.

EE R R R S R R I R I R I R S R R S R I R S I R I R I R R R R R I R R R

NOTE: Consi deration should be given to the possible
power quality, fault current, and voltage drop

i ssues based on which DER is selected as prinmary
during island nmode. As the power flow varies based
on | oad and generation, the system may be required
to dynamically adjust the protection

EE R I R R S I R R I R I R I R S R R R O S I R R R R R S R R S R R R

3.13.2 Exam nati on and | nspection

Prior to comm ssioning, conplete the foll owi ng exam nations and
i nspecti ons:

a. |Initial Inspection: Prior to comm ssioning, conduct an initia

i nspection to ensure that all system conponents, including hardware
and software, are installed correctly and securely.
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b. Safety Checks: Ensure that all safety protocols and nmechanisns are in
pl ace and functioning as intended. This includes energency shutdown
procedures, overcurrent protection, fault detection, and isolation
neasur es.

c. Cybersecurity Testing: Ensure cybersecurity standards are net for the
systemto ensure resilience agai nst cyber threats in accordance with
25 05 11 CYBERSECURI TY FOR FACI LI TY- RELATED CONTROL SYSTEMS, paragraph
CYBERSECURI TY AUDI Tl NG

d. Data Logging and Reporting: Verify data | ogging and reporting
nmechani sns, ensuring that the systemrecords and reports rel evant
operational data accurately.

e. Redundancy and Fail over Testing: Confirmthe functionality of
redundancy and fail over mechani sms, guaranteei ng seanl ess operation in
the event of component failures or disruptions.

f. Environnental Testing: Assess the systenis ability to w thstand
environnental conditions and ensure conpliance wth environnental
st andar ds.

g. Docunentation Review Review all docunentation related to the systems
configuration, settings, and operational procedures to ensure
conpl et eness, accuracy for reference during conm ssioning process.

.13.3 Manuf acturer Field Startup and Service

ontain the services of a MCS manufacturer's representative experienced in
the installation, adjustnent, and operation of the equi pnent specifi ed.
The representative nust supervise the installation, adjusting, and testing
of the equipnent. At a mninmm the services of manufacturer's
representatives for the MCS equi pnent, central station, HM, software, and
data coll ection/report generation software nust be provided.

.14 STARTUP TESTI NG

Test all equipnent and performall other tests necessary to ensure the
systemis installed and functioning as specified. Prepare and submit a
Startup Testing Plan prior to testing and Startup Testing Report
docunenting all tests perforned and their results and certifying that the
system neets the requirenents specified.

Do not begin the startup testing until after receipt of witten perm ssion
by the Governnent representative for base maintenance, based on CGovernnent
approval of the startup testing Plan and Draft As-Built Draw ngs.

Performtel ecommuni cations cabling inspection, verification, and
performance tests in accordance with TIA-568-C. 1, TIA-568-C. 2, and

TI A-568-C. 3. Submit tel ecomunications cabling testing report for any
cabl es requiring testing.

.14.1 Testing Wre and Cabl e

Mat eri al s and docunentation to be furnished under this specification are
subj ect to inspections and tests. Terminate all conponents prior to
testing. Equi pnrent and systems will not be accepted until the required

i nspections and tests have been made, denonstrating that the signa

di stribution systemconfornms to the specified requirements, and that the

SECTION 26 37 13 Page 113



requi red equi pnment, systens, and docunentation have been provided.
.14.1.1 Unshi el ded Twi sted Pair Testing

Test all netallic cable parts that have not been put into operation
previously for proper identification and continuity. Al opens, shorts,
crosses, grounds, and reversals are to be corrected. Verify correct color
coding and term nation of each pair in the control system cabinets and at
t he end-device. Test horizontal wiring fromend-to-end, including the
term nation device and includi ng any nodul ar jacks. Test backbone wiring
end-to-end, including term nation devices, fromterm nal block to term na
bl ock. Compl ete these tests, and correct all errors, before starting any
ot her tests.

.14.1.2 Category 5E Circuits Testing

Test all Category 5E circuits that have not been put into operation
previously using a test set that neets the Class Il accuracy requirenents
of TIAEIA-TSB-67. Use the Basic Link Test procedure of TIA El A TSB-67.
Cabl es which contain failed circuits nmust be replaced and retested to
verify the standard is met.

.14.1.3 Shi el ded Twi sted Pair Wring Testing

Test configurations that have not been put into operation previously or
have been | abel ed as spare. Test for continuity, opens, shorts, correct
pin configuration. Verify DC resistance for both pair-to-pair and
wire-to-shield types. Verify all cable |l engths. Test near end crosstalk
from722 kHz to 300 MHz.

.14.1. 4 Fi ber Optic Cable Testing

Performoptical fiber field inspection tests via attenuati on measurenents
on any existing or new cable to be utilized that has not been put into
operation previously or has been previously | abel ed as spare. Provide test
results where applicable. Renpve failed cables fromproject site upon
attenuation test failure

.14.1.5 | nspecti on

Visually inspect UTP and optical fiber jacket materials for UL or
third-party certification markings. Inspect cabling terminations to
confirmcol or code for T568A or T568B pin assignnments. |nspect cabling
connections to confirmconpliance with TIA-568-C. 1, TIA-568-C. 2, and
TI A-568-C. 3. Visually confirm Category 5E, narking of outlets, cover

pl ates, outlet/connectors, and patch panels.

.14.1.6 Final Verification Tests

Performverification tests for UTP and optical fiber systens after the
conpl ete tel econmuni cati ons cabling and workstation outl et/connectors are
i nstall ed.

Data Tests. Connect to the network interface device at the denarcation
point. Log onto the network to ensure proper connection to the network

.14.2 Protecti ve Rel ays Conmmuni cati ons Testing

Verify software for conmunications and programm ng of protective relays to
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operate correctly in accordance with the nanufacturer's published
instructions. Include verification of tinme signal to relays, |ocal and
renote access to relay settings, and SER and ER functionality verification

.14.2.1 Poi nts List Testing

Al input and output points indicated on the typical points schedul e nust
be tested for proper operation fromthe HM and head-end workstation to
the end. Test the foll ow ng:

a. Al devices with discrete (digital) output are checked for al
energi zed and response states. The device outputs are confirned and
docunented in an energi zed state and a de-energi zed state. Any changes
in output status are docunented.

b. Al trouble and fault alarnms with discrete (digital) outputs rmust be
confirmed as normally cl osed, open on al arm

c. Al devices requiring a change in mechanical signal input nust be
checked and calibrated to provide the correct discrete (digital)
out put .

For anal og transducers, calibration is required. Calibration for digital
devices is not required if the factory test report shows calibration has
been conpleted. Calibrate each anal og i nstrunentati on device connected to
the control systemcontrol network by maki ng a conparison between the
readi ng at the device and the display at the HM and head end workstation
using a standard at |east twice as accurate as the device to be
calibrated. Analog points nmust be tested at 0 percent, 25 percent, 50
percent, 75 percent, and 100 percent of full scale.

Verify operation of systens in the specified failure nodes upon MCS
network failure or |oss of power and verify that systens return to control
system control autonmatically upon a resunption of control system network
operation or return of power.

Verify system automatically performs a cold start (with the head end and
controllers off-line) upon application of power and is in full operation
as specified within [ ] [five mnutes].

Verify systemautomatically performs a warmstart (with head end off-Iline
and controllers on-line) upon application of power w thout human
intervention and is in full operation as specified within 15 m nutes.
Verify the head end servers review and enabl e prograns that nust be
running at that tine, including the restart of any automatic control
prograns resident at the head end servers.

Verify systemrecovers from power failure. When a power failure occurs at
the head end or field panel, the system nust automatically start upon
restoration of power and the prograns are to be restarted in a nanner to
assure an orderly resunption. Include a restart program based on detection
of power failure at the head end MCS controller and distributed
controllers. Upon restoration of power to the head end MCS controller and
distributed controllers, verify the controllers obtain tinme of day from
the systemis real time clock, restart properly, and restore loads to the
state at tine of power failure, or to the state as commanded by tine
prograns or other overriding prograns. Include start tine del ays between
successi ve comands to prevent demand surges or overload trips.

Energi ze all equipnent with notors to confirm proper operation, rotation
(phasing), inrush currents, full |oad current.
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Provide a startup testing report docunenting all startup tests descri bing
results of functional tests, diagnostics, calibrations, and conm ssioning
procedures including witten certification to the Government that the
installed conplete system has been calibrated, tested, adjusted, and

conmi ssioned and is ready to begin the PVT. The report nust also include a
copy of the approved PVT procedure.

.15 PERFORVMANCE VERI FI CATI ON TESTI NG ( PVT)

Refer to follow ng specifications for details: 25 08 10 UTILITY MONI TORI NG
AND CONTROL SYSTEM TESTI NG Provide a PVT Procedure using the test
procedures in this section, nodifying the procedures and addi ng tests as
appropriate to devel op procedures that test all requirements of the
project specifications. The test procedures nust consist of detail ed
instructions for test setup, execution, and evaluation of test results.
VWhen devel opi ng additional procedures, provide the same information and
fields as shown in the Test Tenplate. The PVT nust be performed in three
phases:

Phase | Testing (Standal one Test)
Phase Il Testing (Integration Test)
Phase 111 Testing (Endurance Test)

Provide a PVT Pl an including system docunentati on and PVT Procedures.
Include the follow ng system docunmentation in the PVT Pl an

a. Copies of the nost recent draft as-built drawi ngs for the system
including but not Iimted to one-line draw ngs and Points Schedul es
[as specified in Section 23 09 00 | NSTRUVENTATI ON AND CONTROL FOR
HVAC] showi ng devi ce address, point descriptions, network point names
and types, hardware point types, settings and ranges including units.

b. Copies of manufacturer's product data sheets when needed to denonstrate
conpliance with project requirenments. For exanple, provide data sheets
showi ng that surge protection requirenents have been net.

c. Qperation or user nmanuals for all software and all DDC Hardware to be
tested.

d. List of test equipnent.

Submit the PVT Testing Procedures, including a control system performance
verification test equiprment list that |lists the equi pnent to be used
during performance verification testing. For each piece of equipnent

i ncl ude manufacturer nane, nodel number, equi pnent function, the date of
the latest calibration, and the results of the latest calibration. At a
mnimmthis is expected to include primary or secondary current
injections test kits.

Provi de PVT testing procedures using the test procedures in this Section,
nodi fyi ng the procedures and addi ng tests as appropriate to devel op
procedures that test all requirenents of the project specifications.
Include detailed instructions for test setup, execution, and eval uation of
test results.
EE IR I Sk S S I S S S I O R R R Rk S S Sk S O R R S Ik S I S R R Sk I O

NOTE: Coordinate with the project site to determ ne

i f government witness of PVT is required, or if

there is a third party comm ssioni ng agent acting on

behal f of the CGovernnent.
EE IR I b R S I I I I IR I I I IR I I R S R I I I I R I R I I R R I I I I I I R R I S I S b E b I IR I R I R I S I I b b I b b I b I
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Do not start the PVT until after receipt of witten perm ssion by the
Covernnment representative for base mai ntenance, based on Gover nment
approval of the PVT Procedure and Draft As-Built draw ngs. [ The Gover nnment
will witness each phase of PVT.][The Government's third-party

conmi ssioning agent will wi tness each phase of PVT]

PVT Phase | denonstrates conpliance of the control systemwth the
contract docunents. Using test plans and procedures approved by the
Government, denonstrate all physical and functional requirenents of the
project. Show, step-by-step, the actions and results denonstrating that
the control systens fully and correctly inplenent the sequences of
operation and control. PVT for surge protection is not required to include
i ntroducing a surge to the equi pnent; surge protection may instead be
denonstrated through product docunentation

Conduct testing during the nost electrically demandi ng season, whet her

t hat be peak summer or peak winter, based on locality. At the conpletion
of PVT Phase |, Phase Il, and Phase Ill testing, and in accordance with

t he project schedul e and project sequencing, provide reports docunenting
all PVT testing including all approved test procedures with test results
i ndi cated on the procedures, and a record of all actions taken to address
PVT test failures.

.15.1 Phase | Testing (Standal one Test)

Qperational tests must to be conpleted and include testing device
operation within the intended subsystem All states included in the
subsystem nmust be tested. Al failover states must be docunented. Al
conmuni cati ons within the subsystem nust be tested. Al tests are to be
docurent ed.

Unit tests are to be conpleted on each MCS device and include testing
devi ce operation as a standal one device. The devices nust be tested
ener gi zed.

Perform ng a sequence of operations test to the extent possible in the
gi ven subsystem nust include all sequences specified. Al failover states
nust be tested within each standal one subsystem

At the conmpletion of PVT Phase I, and in accordance with the project
schedul e and proj ect sequencing, submit the PVT Phase | Testing Report
docunenting test procedures, failures and repair actions taken during PVT
Phase |I.

.15.2 Phase Il Testing (Integration Test)

Once the MCS has been tested as a standal one system an Integration test
nust be perfornmed. The integration test nmust include a re-performnce of
the entire sequence of operation, testing of all |ogic, comrunications
testing, verification of accuracy and functioning of all graphics within
the HM, confirmation of the integrity of the control structure, and
confirmation of all inputs and outputs. The integration test nust be
performed to the extent of verifying the full functional performance of
the mcrogrid control systemneets all design criteria and functionality
specified here, in the drawi ng package and the sequence of operations.

At the conmpletion of PVT Phase Il, and in accordance with the project

schedul e and project sequencing, submt the PVT Phase Il Testing Report
docunenting test procedures, failures and repair actions taken during PVT
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Phase 11.

3.15.3 Phase 111 Testing (Endurance Test)

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: The intent of the Endurance Test is to ensure
the mcrogrid control systemis burned in and abl e

to operate without internal conponent failure. The

test can be operated in island node, grid node, or

bl ack start node.

Coordi nate the off-grid testing requirenents with
t he equi pnent provided (and specified el sewhere in
the UFGS). Where carbon-enmitting generators are
used, coordi nate EPA ratings and eni ssions

requi renents.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

Conpl ete an endurance test as part of the PVT in which the systemis
operated continuously for [24-hours][48-hours][one-week][_ ] without
failure. The test can be operated in island node, grid node or black start
node. During the endurance test trend all points shown as requiring a
trend on the Points Schedule for the entire duration of the endurance
test. If insufficient buffer or storage capacity exists to trend the
entire endurance test, offload trend |l ogs during the course of the
endurance test to ensure that no trend data is lost. If the control system
speci fication includes bandw dth requirenents for bandw dth usage on a
non- |1 P network, neasure and record the network bandw dth usage on each
non- | P channel during the endurance test.

If the system experiences any failures during the endurance test portion
of the PVT, repair the system and repeat the endurance test portion of the
PVT until the system operates continuously and wi thout failure for the
speci fied endurance test period. At the conpletion of PVT Phase IlIl, and
in accordance with the project schedul e and project sequencing, submt the
PVT Phase Il Testing Report docunenting test procedures, failures and
repair actions taken during PVT Phase I|11.

3.16 TRAI NI NG

3.16.1 CGener a

EE R R R S I R R I R I R I R S R R R R S R R I R R R R R S R R R O

NOTE: Select the video record option where site and
security all ows.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

Conduct Qperators and Miintenance training courses for designated
personnel in the Operation and M ntenance of the system as specified. The
training nust be oriented to the specific systembeing installed under
this contract. Deliver training nmanuals for each trainee with [two] [ ]
addi ti onal copies for archival at the project site. [Record training
sessions to video and deliver digital video files to Governmetn on CD
after conpletion of Training program]Furnish all audi ovi sual equi pnent
and all other training docunentation and supplies. Copies of any training
materials nust be delivered to the Governnent either as a part of the
printed training manuals or on the same nmedia as that used during the
training sessions. Training materials nust also be included in the O&M
instructions. Atraining day is defined as [eight][] hours of classroom
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instruction, including two 15-m nute breaks and excl udi ng |unchti ne,

Monday through Friday, during the daytine or night shift in effect at the
training facility. For guidance in planning the required instruction
assune that attendees have a high school education or equivalent, and are
famliar with utility systens. Approval of a planned training schedul e

nmust be obtained fromthe Governnent at |east 30 days prior to the
training. Submit all Training Docunentation for record at project closeout.

.16.2 Operat ors Trai ning

The first course nust be taught at the project site for a mnimmof three
8- hour training days during or after field testing, but before commencing
the PVT. A maximumof 6 [ ] personnel will attend the course. No one
single part of the training given during this course is allowed be counted
toward conpl etion of the PVT. The course must be include instruction on
the specific hardware configuration of the installed systemand specific
instructions for operating the installed system Upon conpletion of this
course, each student nust be able to start the system operate the system
recover the systemafter a failure, and describe the specific hardware
architecture and operation of the system

This course must include guided practical denonstrations for

a. Instructional overview of system operation

b. Detailed instruction for each node of operation, denobnstrating
steady state operation and nonitoring via HM, and initiation of
each SOC accessible fromthat state in accordance with the
par agraph "Mcrogrid Control System Sequences of Control"

c. Control system managenment instruction to train users on the
conplete HM . Denonstrate each distinct screen and provide witten
gui de for what each di splayed el enent represents and the funtions
executed by sel ecting them

d. Safety Procedures including essential safety protocols, review of
alarmtypes and reporting nmethods, and recovery or restart
denonstration for each category of alarm

e. Maintenance and troubl eshooting denonstration as outlined in
par agr aph " TROUBLESHOOTI NG AND DI AGNOSTI CS"

.16.3 Mai nt enance Trai ni ng

The mai ntenance course nmust be taught at the project site within thirty
days after conpletion of the PVT for a period of one training day. A
maxi mum of 6 [ ] personnel will attend the course. The training mnust

i ncl ude:

a. Physical layout of each piece of hardware.

b. Thorough understanding of the mcrogrid control system and vari ous
nodes of operations.

c. Troubl eshooting and di agnostics procedures.
d. Repair instructions.
e. Preventive naintenance procedures and schedul es.

f. Calibration procedures.
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.17 MAI NTENANCE AND SERVI CE

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: The mmi ntenance and service to be provided by
the Contractor for the duration of the 1D Q or

mai nt enance contract is specified in this

par agraph. The Mi ntenance and Service nmay need to
be a separate bid item funded by O&M funds.

Sone/ many of these Maintenance and Service

requi renents nay not apply if the UMCS networking
equi pnment and supporting infrastructure is
Government furni shed equi prent and nmai ntai ned by the
Covernment . The requi renents here generally assumne
that the contractor is permtted access to the
system and equi prent, but the applicability of this

assunption will vary site-by-site. It's critical to
coordinate with the project site to determne to
what extent the contractor will be responsible for

system and equi pnent mai nt enance. Sone notes have
been included with bracketed text to provide genera
gui dance, but careful editing of this entire subpart
i s needed.

Requi renents shoul d be coordinated with "WARRANTY
MANAGEMENT" in Section 01 78 00 CLOSEQUT SUBM TTALS

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

Performinspection, testing, cleaning, and part or conponent replacenent
as specified and as required to maintain the new or existing warranty.
Furni sh | abor, supervision, tools, materials, equipnment, transportation
and nmanagenent necessary to provi de maintenance, service and repair for
the MCS in accordance with the requirenents as specified. Mintain, and
repair devices connected to and used by the MCS in acconplishing its
control and nonitoring functions. This work includes inspection, testing,
cl eani ng, lubrication, adjustnent, calibration, and part or conponent

repl acenent as specified. Wrk includes providi ng necessary preventive and
unschedul ed mai nt enance and repairs to keep the MCS operating as

speci fied, and accepted by the CGovernnent, and other services as specified
during the duration of work. W rk nust conply with manufacturer's
recomendati ons and i ndustry standards. Provide technical support via

t el ephone during regul ar worki ng hours.

17,1 Wor k Coor di nati on

Coordinate all work activities related to the microgrid control system
with other trades and parties involved in the project to ensure snmooth and
efficient installation and operation. This coordination nust include
regul ar conmuni cation with subcontractors and suppliers, coordination of
installation, testing, and comm ssioni ng schedul es, and col |l aboration wth
facility operators and managers to mnimze disruptions during work.

.17.2  Work Control
Mai ntain a cl ean and safe working environnent throughout the installation

and testing of the mcrogrid control system Specific requirenents
i ncludi ng regul ar cl eanup of work areas and renoval of debris, protection
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of equi pnment and conponents from environnental factors, dust, and debris
and i npl enentation of safety neasures to protect personnel during
construction and testing.

.17.3 Wor ki ng Hour s

Adhere to working hours and schedul es defined in the project plan and in
accordance with any state or local |laws. Any deviation fromthe

est abl i shed worki ng hours must be conmuni cated and approved i n advance to
ensure minimal disruption to the facility's operation

[3.17.4 Equi pnent Repairs

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Coordinate with the project site to deternine
i f equi pmrent (conmputers and control hardware) repair
wi Il be done by the contractor or by local staff,
and to what extent. |If the equipnent is Governnent
furni shed then the contractor may not be all owed
access to sone/all of the equi pment for repair
Address Information Assurance (lA) or other

equi prent access requirenments in "Access To UMCS
Equi prent" bel ow.

Sel ect repair tinmes bel ow.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

Initiate and conpl ete equi pnent repairs within the follow ng tine periods,
where tine periods are neasured as actual elapsed tine fromfirst
notification, including working and non-worki ng hours:

a. for non-redundant conputer server hardware, initiate within [4]

[ ] hours and conplete within [8] [ ] hours.

b. for non-redundant conputer workstation hardware, initiate within [4]
[ ] hours and complete within [8] [ ] hours.

c. for redundant conputer server hardware, initiate within [36] [ ]
hours and conplete within [5] | ] days.

d. for redundant conputer workstation hardware, initiate within [2]
[ ] days and conplete within [5] | ] days.

e. for active (powered) control hardware, initiate within [4] [ ]
hours and conplete within [6] | ] hours.

f. for cabling and ot her passive network hardware, initiate within [16]
[ ] hours and complete within [5] [ ] days.

Repair is the restoration of a piece of equipnment, a system or a facility
to such condition that it may be effectively used for its designated
purposes. Repair may be overhaul, reprocessing, or replacenent of
nonfunctional parts or naterials or replacement of the entire unit or
system
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3.17.5 Repl acenent, Modderni zati on, Renovation

Provi de options and recommendations for the replacenent, nodernization, or
renovati on of microgrid control system equi pnent and conmponents as needed,
ensuring the continued efficiency and reliability of the system over tine.

3.17.6 Access to MCS Equi pnment

Provi de cl ear guidelines and procedures for authorized personnel to access
m crogrid control system equi pment for maintenance, inspection, and
repairs. Security neasures and access control nust be inplenented to

saf eguard sensitive equi pnent.

3.17. 7 Records, Logs, Progress Reports

Mai ntain detail ed records, |ogs, and progress reports throughout the
construction and testing phases, documenting work activities, test

results, and project nilestones. These records nust be included in the Q&M
I nstructions.

3.17.8 Peri odi ¢ Mai nt enance and | nspection

Qutline requirenents for periodic maintenance and inspection of the
mcrogrid control systemto ensure its ongoing functionality and
reliability. Conprehensive O&M I nstructions nust be conpiled to guide
facility personnel in these tasks.

3.17.9 Preventi ve Maintenance Requirenents

EE R R R S I R R I R I R I R S R R R R S R R I R R R S R R R R R

NOTE: |If the contractor will not be responsible for
Preventi ve Mai ntenance keep only the bracketed text
requiring a plan "detailing" preventive maintenance
(note this may include software maintenance as well
as hardware nmai ntenance). O herw se renmove
"[detailing]" and keep the other bracketed text.

Del ete the requirenent for witten requests to
reschedul e mai ntenance if not required by the

project site.
EE IR I Sk S S I S S S I O R R R Rk S S Sk S O R R S Ik S I S R R Sk I O

[ Perf orm mai nt enance procedures as described below, or nore often if

requi red by the equi pment nanufacturer.] [Prepare a Preventive Maintenance
Work Plan included in the Operations and Mai ntenance submittal as
specified.]

3.17.9. 1 Preventi ve Mai ntenance Wrk Pl an

Prepare a Preventive Miintenance Wirk Plan [to schedule] [detailing] al
requi red preventive mai ntenance. Obtain Governnent approval of the Wbrk
Pl an as specified in paragraph PROQIECT SEQUENCING [ Strictly adhere to

t he approved work plan to facilitate Governnent verification of work.]]

If it is necessary to reschedul e mai ntenance, make a witten request to
the Governnent detailing the reasons for the proposed change at |east five
days prior to the originally schedul ed date. Schedul ed dates will be
changed only with the prior witten approval of the Government.]
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[3.17.9.2 Sem annual Mai nt enance

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Coordinate with the project site to determ ne
whet her or not to include the requirenents for

Sem annual Mai ntenance. See al so above notes
regardi ng nmai ntenance of Governnent furnished

equi pnment and access requirenents.

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

Performthe follow ng Sem annual ©Mai ntenance as specified:

a.

b

Perform data backups on all Server Hardware.

Run system di agnostics and correct diagnosed probl ens.
Perform fan checks and filter changes for MCS hardware.
Performall necessary adjustnents on printers.

Resol ve al |l outstandi ng probl ens.

Install new ribbons, ink cartridges and toner cartridges into

printers, and ensure that there is at |east one spare ribbon or
cartridge | ocated at each printer

113.17.9.3 Mai nt enance Procedures

Rk Ik kR IR R R Ok O e S O R AR Rk I R O o O R R R S O I S S S

NOTE: Coordinate with the project site to determ ne
whet her or not to include the Mintenance Procedures
requirenent (in whole or in part). See also above
not es regardi ng mai nt enance of Government furnished
equi prent and access requirenents.

Sel ect whether notice nust be given for maintenance
that will result in downtinme (off-line) or for any
mai nt enance that MAY result in downtinme. A
selection of "will' is reconmended unl ess the
project site requests otherw se.

Sel ect appropriate down-tines and notice tines.

EE R R R S I R R I R I R I R S R R R R S R R I R R R R R S R R R O

3.17.9.3.1 Mai nt enance Coordi nati on

Coordi nate any schedul ed nmai ntenance event that [will][may] result in
conponent downtinme with the Governnent as follows, where tine periods are
neasured as actual el apsed time from begi nning of equi pment off-1line

peri od, including working and non-working hours:

a.

For non-redundant conputer server hardware, provide [14] [ ] days
noti ce, conponents rnust be off-line for no nmore than [8] [ ] hours.
For non-redundant conputer workstation hardware, provide [7] | ]
days notice, conponents nmust be off-line for no nore than [8] [ ]
hours.

for redundant conputer server hardware, provide [7] | ] days
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noti ce, conponents nust be off-line for no nmore than [36] | ]

hour s.
d. For redundant conputer workstation hardware, provide [4] | ] days
noti ce, conponents must be off-line for no nmore than [48] | ]
hour s.
e. For active (powered) control hardware, provide [14] | ] days
noti ce, conponents rnust be off-line for no nmore than [6] [ ] hours.
f. For cabling and ot her passive network hardware, provide [21] [ ]
days notice, conponents nust be off-line for no nmore than [12] | ]
hour s.

3.17.9.3.2 Sof t war e/ Fi r mnar e

Sof twar e/ firmnare mai ntenance includes | ] [operating systens,
]application prograns, and files required for the proper operation of the
MCS regardl ess of storage nedium User (project site) devel oped software
is not covered by this contract, except that the MCS software/firnmnare
nmust be maintained to all ow user creation, nodification, deletion, and
proper execution of such user-devel oped software as specified. Perform
di agnostics and corrective reprograming as required to maintain total MCS
operations as specified. Back up software before perform ng any conputer
hardware and software mai ntenance. Do not nodi fy any paraneters w thout
approval fromthe Government. Properly docunent any approved changes and
addi ti ons, and update the appropriate manual s.

[3.17.9.3.3 Net wor k

EE R R R S I R R I R I R I R S R R R R R R S R R I R I R R R R R R O

NOTE: Network mai ntenance should only be required
for Contractor furnished networks. |If using a

Governrent furni shed network del ete the requirenent.
EE IR I Sk S S I S S S I O R R R Rk S S Sk S O R R S Ik S I S R R Sk I O

Net wor k mai nt enance i ncludes testing transnission nedia and equi pnent to
verify signal levels, systemdata rates, errors and overall system
per f or mance.

113.17.10 Service Call Reception

Est abl i sh procedures for receiving and processing service calls related to
the mcrogrid control system These procedures must ensure tinely response
to service requests and efficient troubleshooting.

3.17.11 Service Call Work Warranty

The contractor nust provide a warranty for service call work performed on
the mcrogrid control system The terns and conditions of this warranty
must be detailed in the contract docunents.

3.17.12 VWarranti es and CGuar ant ees

Provide a warranty for service including service call availability to
support work perforned on the mcrogrid control system The terns and
conditions of this warranty nust be detailed in the contract docunents.
Wrk is to be warrantied for a period of 1 year fromon-site startup and
must performrepairs to the systemat no cost to the Government during
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this period. Include a copy of the warranty for service in the O%M
I nstructions.

.18 EMERGENCY RESPONSE PLAN

Devel op and submit an Energency Response Plan that outlines procedures for
responding to critical situations and ensuring the safety and reliability
of the microgrid control systemin energencies. This plan nust be
integrated into the O&M I nstructions. The emergency response plan nust

i ncl ude procedures and responsibilities in the event of a systemfailure,
natural disasters, or other energencies.

.19 TROUBLESHOOTI NG AND DI AGNOSTI CS

Provi de a conprehensi ve guide for troubl eshooti ng and di agnosi ng i ssues
related to the mcrogrid control system |Include general and specific
t roubl eshooti ng procedures and incorporate into the O&M I nstructions.

.20 AS-BU LT DOCUMENTS

Prepare thorough as-built documents, submitted at the draft phas as Draft
As-Built docunents prior to construction, and as Final As-Built Docunents
i ncluded in the O&M package. The as-built docunentation rmust provide a
conprehensive record of the final installation, including precise

| ocations of all conmponents, wring diagramnms, cable routing,
control/ladder logic, and all final as-built draw ngs. For each piece of
equi prent, include detailed specifications, manufacturer information, and
rel evant certification docunents. This infornmation ensures clarity during
future mai ntenance or upgrades. The as-built docunents nust incorporate
records of all testing and inspection activities perfornmed during the
installation and comm ssioni ng phases. For systems with software
conponents, the as-built docunmentation nmust include detailed
configurations, settings, and any custom Progranmm ng Software or
Configuration Software devel oped or inplenented. This ensures that
software can be effectively nmintai ned and updat ed.

.21 ON- GO NG MAI NTENANCE MATERI ALS

Provi de any additional naterials necessary to support the long-term
operation and mai ntenance of the microgrid control system Supply a list
of reconmended spare parts for the system This |list nmust enconpass
critical components, ensuring rapid replacenent when necessary. Qutline
the availability of technical support services, including energency
contact information and response tines. Procedures for acquiring and
installing software and firmwvare updates for the microgrid control system
nmust be provided, including recommendations for testing and inpl enenting
updates. Include the On-CGoi ng Mai ntenance Materials in the O%M

I nstructions.

.22 PORTALS, CLOSED, OR TRANSFERRED TO GOVERNMENT

This section defines the process for closing or transferring access
portals or control systens to governnent control. C ose unneeded access
portals to the microgrid control system which may include disabling user
accounts, revoking privileges, and securing the system agai nst

unaut hori zed access. Wen transferring ownership to the governnent,

i nclude the transfer of credentials, access control, and admnistrative
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responsi bilities.

-- End of Section --
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